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Abstract

This research is devoted to study of one-way Multivariate repeated measurements analysis of
covariance model (MRM ANCOVA), which contains one between-units factor (Group with g
levels) ,one within-units factor(Time with p levels) and two random covariates (Z,,Z,) .
For this model the two covariate is time-independent, that is measured only once. the test
statistics of various hypotheses on between-unites factors, within-units factors and the

interaction between them are given.

Key words:

(One-Way MRMM): One-Way Multivariate Repeated Measures Model, A,.: Wilks distribution
, U* is PxP orthogonal matrix , (Wishart) the multivariate- Wishart distribution ,
(ANCOVA) analysis of variance and covariance contain on the covariates , (Z,,Z,)

Concomitant Variate or Covariates.
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Introduction :-

(1.1) Covariate in One-Way Multivariate

Repeated Measurements Design :

There is a variety of possibilities for the
between units factors in a one-way design.
In a randomized one-way MRM experiment,
the experimental units are randomized to
one between-units factor (Group with g
levels) ,one within-units factor (Time with p
levels) and two random covariates ( Z,, Z,)
. For this model the two covariate is time-

independent, that is measured only once.

For convenience ,we define the following
linear model and parameterization for the
one-way repeated measurements design with
one between units factor incorporation two

covariates:-

Vik =HH T @)y + Gy =24 WP+ (2o =25 )By + e

J

Where

Repeated measurements analysis is widely
used in many fields , for example, the health
and life science, epidemiology , biomedical,
agricultural,  industrial,  psychological,
educational research and so on (see, Huynh
and Feldt (1970)[9] , and Vonesh and
Chinchilli (1997)[12]).

measurements analysis of variance, often

Repeated

referred to as randomized block and split-
plot designs (see Bennett and Franklin
(1954)[7],
(1967)[11]). Repeated measurements is a

Sendeecor and  Cochran
term used to describe data in which the
response variable for each experimental
unite is observed on multiple occasions and
possibly under different experimental
conditions  (see,Vonesh and Chinchilli
(1997)[12]).

(LD

(i=1.., nj) is an index for experimental unit of level (j)

(j=1..,q) isan index for levels of the between-units factor (Group).

(k =1,..., p) is an index for levels of the within-units factor (Time).
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Yie = Yo Yiie)' 1S the response measurement of within-units factors (Time) for unit i within

treatment factors (Group).

1= (uy,....12.)" 1S the over all mean.
r, =(ry....,7;) IS the added effect of the j" level of the treatment factor (Group).

7 = Va7, ) 18 the added effect of the k™ level of Time.

() = ((17/) itre (T e ) Is the added effect of the interaction between the units factor (Group) at

level of (Time).

Zy; =(Zy. Zyy)" 1S the value of covariate Z, at time k for unit i within group j .
Z, =(Z,,,..Z,,) isthe mean of covariate Z, over all experimental units.

B, = (B, B,) 1S the slope corresponding to covariate Z,.

Z,; =(Zyy0 L)' 18 the value of covariate Z, at time k for unit i within group j .
zZ, =(Z,,,..Z,,) 1s the mean of covariate Z, over all experimental units.

B, =By, o) 1S the slope corresponding to covariate Z,.

€ = (&0 €;¢)" 1S the random error at time k for unit i within group j.

For the parameterization to be of full rank, we impose the following set of conditions :

q P
erzo ) Z}/kzo
k=1

j=1

(77) 4 =0 ,Zp:(ry)jkzo foreach  jk=1..p

q
=1
We assume that €, is independent with
i = (eijkl ----- eijkr)' - iid  N.(0,%,)
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Zlij:(zlijl’--wzlijr)"“ iid Nr(oazzl) (12)
Zyy = Zgprn Zyy) ~  1id N,(0,Z,)

Where N, is denoted to the multivariate —normal distribution , and >.,>, .3, is rxr positive

definite matrix.

Where the variance matrix and covariance Y of the model (1.1) satisfy the assumption of

compound symmetry. i.e.

S op o
$= 1 8%, 41,05, +3,05, =| £ =1 P (13)
PP Xy

Where: 2., =2.+2, +2, , p=2X +2,
|, denote the Px P identity matrix.

J, denote the PxP matrix of one's. and ® be the Kroneker product

operation of two matrices.

(1.2) Transforming the one-way Repeated measurements Analysis of Covariance
(ANCOVA) model :

In this section we use an orthogonal matrix to transform the observations Yijk fori=1...n; ,

j=1...q , k=1...,p Let U™ beany PxP

orthogonal matrix is partitioned as follows:
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1

U'=(p;2 U) ...(1.4)

Where j, denote the Px1 vector of one's U is (p-1)x pmatrix .

2. +pX,+2,) 0 ... 0

. 0 Y, .. 0
~.Co(Y,") = : e .(L.5)

0 0 ... Y,

(1.3) Analysis of Covariance (ANCOVA) for the One-Way Repeated Measurements
Model :

In this section, we study the ANCOVA for the effects of between-units factors and within-units
factors for the One-way RM model (1.1). Also we give the null hypotheses which is concerned

with these effects and the interaction between them, and the test statistics for them.

Now

1

Yul = Yu p

\/— ZYukl \/— ZYukz ) \/— ZYukr

From (1.1), we obtain:
Vi =p 47+ (2 —Z0) B + (23 — 250, +e
Then the set of vectors
(Y111’ .. n111) (Y121’ .. Yn’;u)'1..., (Y1;17""Yn:q1),
Have mean vectors

Xlzx/B,u+\/Erl
X, =\/B,u+\/52'2

X, =\Pu+Pr,
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Respectively, and each of them has covariance matrix ¥, +p(Z, +%,,).

So, the null hypothesis of the same treatment effects are:
Hyy=7,=-=7,=0
The ANCOVA based on the set of transformed observations above the Yi;l,s provides the

ANCOVA for between-units effects. This leads to the following form for the sum square terms

SSg ¢SS

u(Group) .
q VEd VEd VEd Vi 12
SSg = an (le -Y )(le -Y,)
j=1

qa N
SSu(Group) :ZZ;(C (C)')
j=l i=

Where C-= (Yij*l _Y_JI - 2Y_ij* - 2Y_j* +ﬁ1*zl*ij + ﬂgz;j )

n; q Nj . qg . q .
B ZYijl B JZ;,Z;,YM 3 ;;Yijl Zlanjk
] L A= VA
le - nj ’Yl n ’Yljl njq ' Yk n
Thus

SSe ~W, (q-1L2%, +p(X;, +2,))
SSu(Group) - Wr (n -q, Z:e + p(Z:Z1 +ZZZ ))

Where W, denote the multivariate-Wishart distribution.

The multivariate Wilks test (Wilks 1932) :

‘SSu(Group)

T
‘Ssu(Group) + SSG‘

, When H,, is true

Wy
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Twl - Ar(n_q!q_l)

The ANCOVA based on the set of transformed observations the Yi;k,s foreach k=2,...,p has

the model which is partitioned as follows:
Yie =i+ (@) + Ly —Z0) By + 2y = Z,) o + 6y
Then from above analysis we test the following hypotheses :
Hp 72 =--=7,=0
Hoe: (@) == @), =0

The ANCOVA based on the set of transformed observations above , the Yij*2 e ..,Yi;;, provides

the ANCOVA for within-units effects. This leads to the following forms for the sum square

terms :

D,
SSTime = nz (Yk (Yk ))
k=2

P4 e . ZYij*k
SSTimexGroup = ;Z;,nj((ij _Yk )(ij _Yk ),)’ ij = I:ln k=2,., p
=2 j= i
p..a N
SSTimexUmi'((Group) = ZZZ(G (G),)
k=2 j=1 i=1

Where G= (Y,;L —Y_J; _2Y_ij* —ZY_,-* +ﬂ1*21:j +ﬂ;Z;ij)

Then from above sum square terms , we have :
SSTime ~Wr ((p_l)!ze)
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SSTime><Group ~W, (( pP-D(a-D), ze )

SSTimexUnit(Group) - Wr (( p _1)(n - q)’ ze)

The multivariate Wilks test :

SS imexUnit(Grou -
T, = [SS o , when H,, is true
‘ \ss +SS

TimexUnit(Group) Time

To, ~ A ((P-2)(n—a),(p-1))

SSr _
T, = St nroun . when H,, is true

‘SSTimexUnit(Grou p + SSTimexGroup

T, ~A((p=D(h-a),(p-D(g-1))

The one-way MRM ANCOVA with one between-unit factor (Group) and two covariates ( Zy,

Z2) that are time-independent
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Source D.F SS Wilks Criterion
T = ‘SSUnit(Group)
w, —
GI’OUp q _1 SS ‘SSUnit(Group) + SSG‘
G
Between
Unit(Group) n—g SSunit(Group
T _ ‘SSTimexUnit(Group)
w, —
Time p _1 SS ‘SSTimexUnit(Group) + SSTime
Time
T _ ‘SSTimexUnit(Group)
W, — ‘
SSTimexUnit(Group) + SSTimexGroup
_ Timex Grou -1 -1 SS...
Wlth in x p (p ) x (q ) TimexGroup
TimexUnit(Group) | (P—1)>(N—0) | SSye.unicrou
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