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ABSTRACT

In this paper, an automatic speaker—independent Arabic word speech recognition
system is presented using 3D Radon and Multiwavelet neural network. The approach
contains combining multiwavelet theory to neural network which lead to fabricate a
Multiwavenet. Position and dilation of the Multiwavenets are fixed and the weights are
optimized according to learning algorithm in the network. The feature extraction for real
Arabic word signals through 3D radon model is used. The proposed terminology here is
training process for some words of all speakers done in Multiwavenet learning phase then
test for the other sample speech signals for speakers have been used in Multiwavenet
classification phase. Success theory of Multiwavenets has been generalized by extension
to biorthogonal wavelets which lead to identification system development. Results show
the effectiveness of the proposed system presented in this paper. The accuracy in the
detection process was 86% when using utterances outside the training database
and around 94% when using the whole utterances database in system test process.
The proposed algorithms were implemented using MATLAB2011a.

Keywords: Speaker independent system, Multiwavelet, Multiwavenet, 3D Radon
transform.
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INTRODUCTION

peech signals are composed of a sequence of sounds. These sounds and the

transitions between them serve as a symbolic representation of information. The

arrangement of these sounds (symbols) is governed by the rules of language. The
study of these rules and their implications in human communication is the domain of
linguistic. The study and classification of the sounds of speech is called phonetics.
Speech can be presented in terms of its message content or information. An alternative
way of characterizing speech is in terms of the signal carrying the message information,
i.e., the acoustic waveform [1]. Speech is one of the most important tools for
communication between human and his environment, therefore manufacturing of
Automatic System Recognition (ASR) is desired for him all the time. The task of a
speech recognizer is to determine automatically the spoken words, regardless of the
variability introduced by speaker identity, manner of speaking, and environmental
conditions [2]. Speaker recognition system is usually divided into two different branches,
speaker dependent and speaker independent. Most applications in which a voice is used
as the key to confirm the identity of a speaker are classified as speaker verification.
Speaker identification is the most difficult problem of the two [3].in this paper we
propose a new technique for speaker independent speech recognition based on 3D Radon
as feature extraction and multiwavelet neural network as classifier.

3D RADON TRANSFORM [4].
The general form of the radon transformation in N dimension is given by:

g(p.&)=[g(N)s(p—&rydr - (@)

Where T and & < R™ but & has only N-1 degrees of freedom, e.g., done by
normalizing |£=1. A common approach is to express the vector 5 in hyber-spherecal

. . . - T .
coordinate. In two dimensions & = (COS o,sin 6’) and the three sizes the vector can
be chosen to be as follows:
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CoSs ¢ cos @ T
E=| singsin® (2
cos @
The fundamental body of 3D Radon transform is in three dimensions a plane [4].

&.r =XCcos ¢sin @+ ysin ¢sin @ + z cos & .. (3)
g(p,0,9) = J'g(r)é(p— X C0S ¢psin 6 — ysin ¢sin @ — z cos A)dxdydz......... (4)

Here it’s noted that the three dimension radon transform will modification the three
dimension signal @ (") into three dimension parameter g (,0, &, @)

Algorithms of computing 3D Radon Transform

To compute the 3D Radon transform of given utterances in order to obtain the
projection of these image, which reduce the dimension from three dimension utterances
to two dimension projection, we can compute the 3D Radon transform according to the

flowchart Figure (1).
Cstart D

Preprocessing

\ 4

Best direction

Transformation

y
End

Figure (1) 3D Radon Transform flowchart diagram [5].
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The preprocessing block is used to extract the required features and resize the
selected volume with prime number (one of requirement of the computation of 3D
Radon Transform).

One of the important facts that must be satisfied is the dimension of the given
utterance to be passed to the Radon Transform space. Usually it is recommended to
be prime number for such transform of any dimensions.

The Best Direction blocks are used for obtaining a new location of any input
information which depends on two angles ® and 6.

Thus, it is required to obtain a new location for arranging the input signal with
respect to a given utterance. Therefore, it operates on any arbitrary data with specific
size equal to the size of input data. Hence, it is results in creating a new three
volumes that represents the different utterances with respect to X-prime, Y-prime,
and Z-prime. This achieved by taking single slices and converting them to spherical
coordinate. Thus, we can get rid of the complex computation required in Cartesian
coordinate. Then rearrange the input data in accordance to the results from the
applied Best Direction.

To compute the best directions, the following steps should be followed:
Stepl: Define (X, y, z) arbitrary vector.
Step2: Arrange vectors in volumes in different views X, Y, and Z.
Step3: Calculate ®@ and 0 in Radian.
Step4: Convert X (Cart) to X (Spherical).
Step5: Convert Y (Cart) to Y (Spherical).
Step6: Round the X (Spherical) and Y (Spherical).
Step7: Rearrange the contents of data according to X (Spherical) and Y (Spherical).
Step8: Compute the Fourier slices. The resulting matrix after Fourier slices are (RR)
Last part of the 3D Radon Transform is the transformation block which is
used to compute the accumulated summing of the resulting slice after the rearranging
to obtain 3-D Radon Transform Projection.

BACK PROPAGATION ADAPTIVE MULTIWAVENET (BPAMWN)

Back Propagation Neural Network (BPNN) is one the most popular mapping neural
network. But it has some problems such as trapping into local minima and slow
convergence. Wavenets emerged as a combination of wavelet analysis and neural
networks and proved powerful in dealing with shortcomings of traditional neural
networks such as BPNN. Wavelets are powerful signal analysis tools. They can
approximately realize the time-frequency analysis using a mother wavelet. The mother
wavelet has a square window in the time-frequency space. The size of the window can be
freely varied by two parameters, namely, dilation and translation. Thus, wavelets can
identify the localization of unknown signals at any level. Because of these superior
properties, wavelets have been successfully integrated with BPNN [6].

Multiwavelets, which consist of more than one scaling function, have better
properties than traditional wavelets. It is possible to construct orthogonal (real-valued)
basis for which the multiscaling functions of multiwavelets have compact support,
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approximation order greater than one, and symmetric properties, which are not all
simultaneously possible for traditional wavelet basis [7].

A back propagation adaptive multiwavenet (BPAWN) is proposed in this section. To
design BPAWN, hidden layer sigmoidal activation function of BPNN is replaced with
multiscaling function.

The architecture of the proposed multiwavenet is basically the same as the BPWN
[8], except that the wavelet function of hidden layer node of BPWN is replaced with two
or more scaling functions of a multiwavelet. The architecture of a single-output
BPAMWN is shown in Figure (2) below.

Figure (2) The proposed BPAMWN.

The output of the BPAMWN is

M r 7. —t
y(Us):ZZWiL¢L( Isﬁd Y) s=1...P...(5)
i=1 L=1 i
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N
= Zvjiujs ... (6)
j=1

Where M in equation (5) is the number of multiwavelons, r is the multiplicity of the
multiscaling function and each multiwavelon has r wavelons, t; and /; are the translation
and dilation of i multiwavelons scaling functions respectively, g. is the L™ scaling
function , Us = {uss, Uz, ..., uns} is the s™ input vector of the total P input vectors in the
training set, N is the number of elements of each input vector (input dimension), z;s is the
inner product between the input vector Us and the i input weight vector Vi = { vui, Vai, ...,
vni } (weights between input nodes and i multiwavelon), wi_ is the weight between L™
wavelon of i multiwavelon and the output, and y(Us) is the output of the network.

Gradient descent method is used for training of the network parameters. The
objective function to be minimized is:

1 & 2
C= 2F,;l(y(U) f(U,)) . (7)

Where P is the number of training pairs, y(Us) is the output of the BPAMWN and f (Us) is
the desired output.

Batch training mode is used where all training pairs {Us, f (Us)}, s=1, ..., P
should be processed before parameters could be updated. Parameters are modified in the
opposite direction of the gradient of C. To speed up the convergence rate, momentum
term is included in parameter’s update [9]. Let:

¢ (7)) = ¢L( § ) , and

e, =y(U,)- f(Us).

Partial derivatives are expressed as follows:

1 P
p— _E;es¢L(Tis) .. (8)

iL
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- a L |s
N ZZ ¢( ) .. (9)

s=1L=1 |s
- 8¢L(T ) 1
- - IS Z/
Zi a¢L (TIS) NS o 2}—1
82, P s=1 L=1 0T o - (1)

Parameters can be updated as follows:
h = iteration number

N oC
Wi = W — 1+ A @)
iL
oC
h+1 h h
Vit =V, —n—+aAv;
ji ji ji . (13
oV, (13)
oC
hl _th OC h
=t néﬁi+aﬁﬁ (1)
oC
h+l _ sh h
A=A 77—8/1 +aA/1i. . (15)

|

where AX" = x"— x"1,

Parameter initialization has a significant impact on the convergence rate of the
BPAMWN. A heuristic method for parameter initialization is proposed here.

vji is initialize to be in the range (=2, 2) randomly. wi_ is initialized to be zero.
The input to each multiwavelon is a dilated and translated version of the inner product
between the input vector Us and the input weight vector Vi = {vij, V2, ... Vni} of that
multiwavelon. Therefore the initial values of dilations and translations depend on this
inner product which was noted by zi. Dilation of the i" multiwavelon is initialized to be
the difference between the maximum value of zjs (highest value of zis when all samples
are presented to the network) and the minimum value of z;s (lowest value of zis when all
samples are presented to the network) divided by two. The maximum value of zs denoted
by zimax is calculated as the inner product of the i input weight vector Vi and Umax, Where
Unmax is the vector of highest values of input nodes when all samples are presented to the
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network (In other words if a matrix U is constructed by concatenating input vectors Us of
all samples such that it has the same number of rows as each input vector Us and it has as
many columns as there is samples, then Umax is the vector of the maximum values along
the second dimension (the columns) of U). The minimum value of zis denoted by Zimin is
calculated in a similar manner as the inner product of the i input weight vector V; and
Unmin, Where Umin is the vector of lowest values of input nodes when all samples are
presented to the network. Translation of the i multiwavelon is initialized to be the sum
of Zimax and zimin divided by two. The following equations express the parameter
initialization more rigorously.

v =rand() * 4 — 2forj={1,..., N}, i={1,..., M} ..(16)
wi=0 fori={1,...M},L={l,...r} (17
U = Ser{T‘L%}(Us) .. (18)
Umin = Segl],~|~r~,]P}(US) ... (19)
Z; ax =ViT ‘U (Inner product) ... (20)
Z; min =ViT ‘Uin (Inner product) .. (21)

Z -7 -

ﬂ/. — 1 max 1 min
i 2 .. (22)

t = Zimax + Zimin
i 2 ... (23)

Where rand() is a function that generates random number in the range (0, 1). The
activation function of output node gives two values for y either 0 or 1. For match y=1 for
mismatch y=0.
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PROPOSED SPEECH RECOGNITION SYSTEM
The general block diagram for the proposed model of speech recognition system is
shown in Figure (3).

Speech signal ||:> sampling I:'; Framing |:> Res:gplngit.othe
matrix

Save feature to the data /] Feature extraction
base

3D Radon Transform
(Learn N.N.)

Figure (3) (a) The proposed learning phase.

Speech A : -
signal sampling \ Frf";'“g :c‘“d 4\ Reshaping to the
' y| Wwindowing  [—/ 3D matrix

Feature extraction
Classification Phase
3D Radon Transform

Figure(3). (b). The proposed classification phase.

The speech signal was recorded in a nearly noise free environment by microphone in
a studio, this database consists of twenty three Arabic words. These words are spoken by
one speaker, and this speaker utters each word by different fifteen versions. It is clear that
the lengths of the words are different; so that the versions for the same word vary in
length. The total number of words in the database is 345 utterances for one speaker and
this database was used for training and evaluation of the proposed algorithm. In the
second stage the speech signals are sampled to convert it from analogue to digital signal.
The sampling rate has been down sampled from 44 KHz to 8 KHz. In the testing phase
before the comparison between the tested word and the words in the data base the length

1426



Lo (ANl UL R M e Ve VRN O APOl]  Arabic Word Recognition Based on 3D Radon

and Multiwavelet Neural Network

of the tested word must be matched with the word in the database. If it is less zero
padding will be used if is higher some of the samples at the end will be eliminated.

In third stage the continuous speech signal is blocked in frames of N samples.
Since we deal with speech signal, which is non stationary signal (vary with
time), the framing process is essential to deal with frames not with whole signal.
After this stage the speech signal has many frames and the number of frames
depends on the number of samples for each word. The number of samples for
each frame is 256 samples. After that each frame of the word was multiplied by
the hamming window; the advantage of this multiplication is to minimize the
signal discontinuities at the beginning and the end of each frame. After
windowing convert the matrix in 3D form. Then extract the feature using 3D
Radon transform. After extract the feature Multiwavenet classifier is used. After
the training is done, the parameters of the multiwavenet classifier, namely
weights, translations and dilations are stored and are used in the identification
stage when the classifier works in simulation mode. The processing in both
training and identification stages is similar except for the classifier, which works
in training mode in the training stage and in simulation mode in the
identification stage.

EXPERIMENT RESULT
For the speaker independent proposed algorithm, 4 words should be selecting for
each speaker for the training phase. Next, many different sequences of spoken words are
applied for the recognition phase. These data consist of seven words [(W1) to (W7)]
namely the, Arabic words:

W, W, W3 Wg

~ e Sl ;
o Ws < W o Wy s

The results obt | I ] training an(| sl saregiven L o J).
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T able (1) The detailed results of matching between 12 training speakers

and 8 testing speakers.

peakers m
Training Testing ﬂci
S
5

wor 1101213 1011|1213 |14|15|16| 17|18 |19 20
Al vV |V v v v v v v v v v X v 19
ol VvV Viiviv]ivi i |v|v|v | |v |x |17
slia VIV |V v v v v v e v v v v v 19
c\,m vViIiv |V v v v v v v v v v v v |20
gj3 vViIiv |V v v v v v v v v v v v | 20
s VvV Vivivi]ivivi is|vi v |v v |v |2
Oy VI vV Viivivi]x |v I v v v |v|x|v |19

individual are shown in Figure (4).

Samples of the words used in the experimental work spoken by the third
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6- Conclusion

In this paper, a multiwavenet system is used for the analysis of Arabic word speech
signals to identify spoken word. The confirmed results show that the proposed method
can make an effective interpretation for Arabic words speaker recognition system. As it
can be seen from Table (1) the accuracy in the detection process was 86% when
using utterances outside the training database and around 94% when using the
whole utterances database in system test process. The 3D radon has been
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demonstrated to be an effective tool for extracting information from the speech signals
and it is robust against noise in the real word signals. Learning process is so fast and does
not require any external intervention, making these methods very useful in practical
applications.  Generally speaking, we have shown that the use of Multiwavenet
experimentally enhanced its recognition performance while also preserved its robustness
to additive Gaussian noise. In the future we plan to compare also its generalization for
unlearned voice and put the system in text-dependent mode. We believe that this
approach will broaden a general perspective for future speaker identification system.
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