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Abstract . In this paper , we obtain some results for second - order differential subordinations  
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1. Introduction and preliminaries  

 

      Let  be the open unit disk in the complex plane  and let                        

denote the class of analytic functions defined in U , for  positive integer and a ℂ . Let         

 = * ƒ  µ : 𝑓(z) =  , with  ,  . 

     Let  ƒ  and g be members of   . The function  𝑓 is  said to be subordinate  to g , written  ƒ g  

or ƒ(z)  g(z) , if there exists a schwarz function w(z) analytic in U, with w(0)= 0 and |w(z)|<1  

such that ƒ(z)= g (w(z)) , (z   U) . 
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In particular , if the function g  is univalent in U , then ƒ  g  if and only if ƒ(0) = g(0) and  ƒ(U) ⊂ 

g(U) . 

     Let 𝜓 : U  and let  be  univalent in   If  ƒ is analytic in  and satisfies the ( second 

–order) differential subordination  

 

then  is called a solution of the differential subordination  . The univalent function  is called a 

dominant of the solutions of the  differential subordination , or more simply dominant if  

for all  satisfying (1.1)  A dominant   that satisfies     for all dominants   of (1.1) is said 

to be the best dominant of (1.1). 

     Let L(p) denote the class of functions of the form      

 

which are analytic and p-valent in  

For ƒ  L(p) , let the komatu operator [4] be denote by  

 

 
                                                                                            

In order to prove the results , we shall use the following definitions and theorem. 

Definition 1.1[2] . Denote by  the set of all functions  that are analytic and injective on      

, where  

 
 

and are such that   0 for . Further let the subclass of  for which   a be 

denoted by . 

Definition 1.2 [2]. Let Ω be a set in ℂ , q  Q  and let  be positive integer. The class of 

admissible functions  consists of those functions :  that satisfy the 

admissibility condition  𝜓  , whenever   = q(  , s = q'(  , and     
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. Let   . 

Theorem 1.1[2]. Let  𝜓   with . If the analytic function    satisfies   

 

then   

 

      

2. Main Results 

Definition 2.1.Let Ω be a set in  and  .The class of admissible functions 

 consists of those functions  :   that satisfy the admissibility condition :  

                                                                         Ω ,                                                                  (2.1) 

whenever      

 

  and                                    

 

  .                

Theorem 2.1. Let    

 

then      

 

Proof.  We note from (1.3)that , we have 

 

is equivalent to  
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and   

 
Let the analytic function F in U defined by  

 

 

Then we have   

 

 

Further , let us define the transformations from by  

 

Let    

 

The proof will make use of Theorem 1.1. Using (2.7) and (2.8) , from (2.9) , we obtain 

 

 

Therefore (2.3) becomes  

 

Note that  
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and since the admissibility condition for is equivalent to the admissibility 

condition for 𝜓 as given in Definition 1.2 , hence 𝜓   , and by Theorem 1.1, F(z)    

By (2.7), we get       

 

 

 

 

 

      In the case  , we have the following example .   

Example 2.1.  Let the class of admissible functions  consist of those functions               

  that satisfy the admissibility condition :  

 

.     , then   

                                                                           

      We consider the special situation when  is a simply connected domain. In this case 

 , where  is a conformal mapping of U onto   and the class is written as . 

The following  result  follows immediately from Theorem 2.1.  

Theorem 2.2. Let   

 

then   

 

 

     The next results occurs when the behavior of  on  is not known . 

Corollary 2.1. Let   , q be univalent in U and q(0) . Let  for some         

(0,1) , where .   
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then   

 

Proof.  From Theorem 2.1,we have   and the proof is complete .        

Theorem 2.3.  Let   and  be univalent in , with  and set 

Let   satisfy one of the following conditions : 

(1)  , for some (0,1) , or  

(2) there exists (0,1) such that  , for all (0,1) .  

(2.13) ,then    

 
 

Proof . 

case (1): By applying Theorem 2.1 ,we obtain  , since  we deduce  

 

 
  

case (2): If we let  F(z) 𝑓(z)  and let  , then 

 

 
 

By using Theorem 2.1 and the comment associated with   Ω , 

Where w is any function mapping U into U , with  , we obtain  for            

 ( ,1) . By letting , we get   .   

Therefore   

 
      The next result give the best dominant of the differential subordination (2.13) 

Theorem 2.4.  Let    be univalent in U and let  :   . Suppose that the differential 

equation  

 
                                        

has a solution  with  and satisfy one of the following conditions : 

(1) q   and  , 

(2) q is univalent in U and  , for some (0,1) , or 

(3) q is univalent in U and there exists (0,1) such that  ,for all (0,1).  

(2.13) ,then     and q is the best dominant .  
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Proof .  By applying Theorem 2.2 and Theorem 2.3 , we deduce that q  is a dominant of  (2.13) . 

Since q  satisfies (2.15) , it is also a solution of  (2.13) and therefore q will be dominated by all 

dominants of (2.13) . Hence q is the best dominant of  (2.13) . 

 

Definition 2.2.  Let Ω be a set in   and q  . The class of admissible functions  

consists of those functions  :   that satisfy the admissibility condition :  

  Ω , 

whenever  

 
  and 

 

 . 

                 

Theorem 2.5. Let    

 
then                              

 

Proof .  Let the analytic function F  in U defined by  

 

By using the relations (2.4) and (2.18) , we get  

 

 

Further ,let us define the transformations from by 
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Let  

 

(2.20)                          

The proof will make use of Theorem 1.1. Using (2.18) and (2.19) , from (2.20) , we obtain 

 

Therefore (2.17) becomes  

 

Note that  

 
                         

and since the admissibility condition for  is equivalent to the admissibility 

condition for 𝜓 as given in Definition 1.2 , hence 𝜓   , and by Theorem 1.1, F(z)  . 

By (2.18) , we get       

 

     In case , we have the following example . 

Example 2.2. Let the class of admissible functions consist of those functions             

   that satisfy the admissibility condition :  

 

.    

 
 then   
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       We consider the special situation when  is a simply connected domain. In this case 

  , where   is a conformal mapping of  onto   and the class is written as   . 

The following  result  follows immediately from Theorem 2.5.  

Theorem 2.6. Let   

 

then  

 

       The next results occurs when the behavior of q on  is not known . 

Corollary 2.1. Let ,  be univalent in U and q(0) . Let  for some 

(0,1),where .    

 

then    

 

Proof.  From Theorem 2.5,we have  

 
and the proof is complete .  

Theorem 2.7 Let  h and q be univalent in U , with q(0)  and set 

Let :   satisfy one of the following conditions : 

(1)  , for some (0,1) , or  

(2) there exists (0,1) such that  , for all (0,1) .  

(2.24) ,then  
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Proof .  

case (1): By applying Theorem 2.5, we obtain   , since  we deduce  

 

case (2 ): If we let  F(z)   and let  , then  

 

. 

 

By using Theorem 2.5 and the comment associated with   Ω , 

where  is any function mapping U into U , with , we obtain  for           

 ( ,1) . By letting , we get   .  

Therefore  

 
  

      The next result give the best dominant of the differential subordination (2.24) 

Theorem 2.8.  Let  be univalent in U and let :  .Suppose that the differential 

equation  

 
                                       

has a solution q with q(0)  and satisfy one of the following conditions : 

(1) q   and  , 

(2) q is univalent in U and  , for some (0,1) , or 

(3) q is univalent in U and there exists (0,1) such that  ,for all (0,1).  

(2.24) ,then      and q is the best dominant .  

Proof .  By applying Theorem 2.6 and Theorem 2.7 , we deduce that q is a dominant of  (2.24) . 

Since q  satisfies (2.26) , it is also a solution of (2.24) and therefore q  will be dominated by all 

dominants of (2.24) . Hence q is the best dominant of  (2.24) . 

 

Definition 2.3. Let Ω be a set in  and q  . The class of admissible functions       

consists of those functions  :   that satisfy the admissibility condition :  

                                                                    Ω ,                                                                          

whenever  
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and         

 

 . 

 

Theorem 2.9. Let    

 
 

then                              

 

Proof . Let the analytic function F  in U defined by  

 

Differentiating  (2.29) yields   

 
                                       

By using the relation (2.4) , we  get  

 
Therefore  

 
                                                  

Further computations show that 
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Further , let us define the transformations from by 

 

Let    

 
                                                                                                                                                               (2.34) 

The proof will make use of Theorem 1.1.Using (2.29), (2.32) and (2.33), from (2.34), we obtain 

 
Therefore (2.28) becomes  

 

Note that  

 

and since the admissibility condition for  is equivalent to the admissibility 

condition for 𝜓 as given in Definition 1.2 , hence 𝜓   , and by Theorem 1.1,  

,  

By (2.29), we get       

 

 

       We consider the special situation when  is a simply connected domain . In this case 

=  , where    is a conformal mapping of  U onto    and the class is written as  . 

The following  result  follows immediately from Theorem 2.9.  

Theorem 2.10. Let   
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then     

 

 

References  

[1]R. M. El-Ashwah and  M. K. Aouf ,Differential subordination and superordination on p-valent  

meromorphic  functions defined by extended multiplier transformations , European Journal  of 

Pure and  Applied Mathematics, 3(6)(2010),1070-1085 .                                       

[2] S. S. Miller and P. T. Mocanu , Differential subordinations and univalent functions , Michigan 

Math. J. , 28(1981) , 157-171. 

[3] S.S. Miller and P.T. Mocanu , Differential subordinations :Theory and applications , Pure and 

Applied Mathematics , Marcel Dekker , Inc. ,New York ,2000. 

[4] M. H.  Mohd and M. Darus  , Differential subordination and  superordination  for  Srivastava-

Attiya operator ,  International Journal of Differential Equations  ,  Article ID 902830 , 19 pages , 

2011 .     

[5] G. Oros and A.O. Tăut ,Best subordinations of the strong differential superordination 

,Hacettepe Journal of  Mathematics and Statistics ,38(3)(2009),293-298 .  

[6] T.O. Salim , A class of multivalent function involving a generalized linear operator and 

subordination , Int. J-Open Problems Complex Analysis ,2(2)(2010),82-94.                                    

                                                                                    


