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ABSTRACT 

In this paper a simple learning control scheme using internal model for trajectory tracking of 

robot manipulators is presented. The proposed learning control structure consists of an internal 

model based controller plus a feed forward learning control for linear time varying system. The two 

degree of freedom control structure consists of an inner disturbance controller for the system and 

used an outer tracking controller. Instead of a quadratic artificial potential of joint angles, this paper 

introduces a new type of a quasi – natural potential in robot dynamics, which induces a type of 

sinusoidal position feedback with saturation in servo – loops.The proposed algorithm is used for 

improving the performance at the next trail on the basis of the previous operation data. Examples 

are given to show the effectiveness of the proposed algorithm. An analysis of the convergence proof  

together with simulation results are presented. The robustness of the algorithm against error in 

initial settings is studied through computer simulation. Simulation results show good performance 

for the proposed algorithm. 

 

 

1. INTRODUCTION 

Learning control has received attention as an 

alternative approach for controlling uncertain 

dynamic systems in a simple manner 

[S.Arimoto  et al  1984  , Z, Qu et al    1993, 

C. Cheah  and D.Wang 1995]. The concept of 

learning control differs from that of 

conventional classical and modern control 

techniques, where a control law is 

implemented and fixed during operation of 

the system [Dutton and Conroy   1996, K. M. 

Omran ,1996, K.E. Avrachen kov and R.W] . 

In fact, actual operation data of the input and 

the output will never be used in direct 

modification of the control law itself 

[Longman 2003, A. Tayebi 2004, R. Kelly 

2005, T.Oomen et al 2009]. In contrast, the 

learning control concept stands for the 
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repeatability of operation of a given objective 

system and the possibility of improvement of 

the control input on the basis of previous 

actual operation data. In this work, the 

internal model concept is used and it is 

enhanced with a learning capability. Such a 

scheme has the robustness property against 

variation in system parameters or disturbance 

.The internal model controller has been used 

in process control and it has different 

schemes. Fig. 1 shows a block diagram for 

internal model controller  [S. Arimoto and T. 

Naniwa ,1995]. It follows from this figure 

that if Gm = G , then the signal u e does not 

depend on the control signal u r and it will be 

identical to the disturbance d, then by using a 

perfect compensation of disturbance is then 

obtained if G d is chosen as the inverse of G. 

A two – degree of freedom control structure 

using internal model is shown in fig 2.  In this 

structure the feedback part is used for 

disturbance rejection, while the feed forward 

controller is enhanced by adding a leaning 

capability. A part of the feed forward signal is 

updated iteratively by repeating trial. It is 

common to use a filter in the loop as shown in 

fig.3. The internal model structure ensures 

that the trajectory in the first trial starts near 

the desired one and so the convergence is 

made faster [S.P Chan, 1995, W.E. Dixon and 

J.chen,2003]. As shown in fig.1, G and Gm 

represent the plant and internal model, 

respectively, further Gd and Gr are the 

controllers which are designed for 

disturbances rejection and trajectory tracking 

respectively.  The two degree of freedom 

controller is enhanced   by learning   capability 

for good trajectory tracking if Gd = Gm
1-
   

then fig.2 can be obtained from fig.1 . 

 Fig.2 shows the equivalent block diagram for 

the internal model structure with learning. 

Instead of a quadratic artificial potential of 

joint angles, this paper introduces a type of 

artificial potential based on functions sin (θ) 

and cos (θ) defined by [P. Lucibello    et  al 

2003,]: 

 

                         Sin θ ,║ θ ║< π / 2    

    Sin(θ) =         1     ,  θ  ≥ π / 2                                        

                        -1      ,  θ ≤   - π / 2                    

                                           

Cos θ     ,║θ║< π / 2 

Cos (θ)  =       −  𝜃 + π
2  , 𝜃 ≥  π

2   

                  𝜃 + π
2  , 𝜃 ≤ − π / 2                                  

 

It is quite easy to see that  

d cos( θ )/ d θ = - sin (θ) and  

 1- cos (θ) ≥ 0. Hence, the feedback  sin ( ∆ qi 

) for residual position signal ∆qi =qdi –qi  

with desired position qdi and actual one qi  at  

joint i induces an artificial potential  1- cos 

(∆qi  ) , which is non – negative and attains 

the minimum at ∆qi = 0 .   It  is straight  

forward generalize this to a potential of multi-

variables ∆q = (∆q1, ….,∆qn )T       , which 

behaves like a natural potential induced by the 

gravity. 

2.LEARNING CONTROL 
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The ideal principles for the concept of 

learning control are summarized by the 

following conditions [De Luca and G.Ulivi, 

1992, S. Arimoto , 1990]: 

b1. Every trial ends in a fixed time duration T 

> 0. 

b2. A desired output yd(t) is given a priori 

over that time duration  t Є [ 0 , T]. 

b3. Repetition of the initial setting is satisfied 

, that is , the initial  state qk(0) 

of the objective system can be set the same at 

the beginning of each trial: 

    for k =1,2,…     , q k ( 0  ) = q o        

b4. Invariance of the system dynamics is 

ensured throughout repeated exercises. 

b5. Every output 𝒚k(t) can be measured and 

hence the residual error signal : 

∆𝒚 k (t) = 𝒚 k (t) – 𝒚 d (t)    ….(1) 

can be utilized in construction of the next 

input      𝒘𝒌+𝟏 (t). 

b6. For a given desired output 𝒚d (t) there is a 

unique input 𝒘𝒅(t) that excites the system and 

yields th output 𝒚d (t). On the basis of this 

framework , the problem is to find a relatively 

simple recursive law ( see fig.3) 

      𝒘𝒌+𝟏 (t) = F (𝒘𝒌 (t), ∆𝒚 (t)) ….(2) 

It is desirable to know that there is a certain 

function norm ║∆𝒚 (t) ║such that ║∆𝒚 k+1 (t) 

║ ≤║∆𝒚 k (t) ║ 

for all k = 1,2,… 

The goal of this paper is to introduce a quasi 

natural potential in robot dynamics which 

induces a type of  sinusoidal position 

feedback with saturation in servo – loops , 

which do the original robot dynamics 

incorporated with these servo – loops satisfy  

the learn ability of skilled motion for robotic 

manipulators, with an internal model as a 

based controller. The proposed feedback with 

a form : 

- ( 𝝁∆𝒒  + 𝝍 sin (∆𝒒))  with positive definite 

gain matrices  μ and ψ where                                                                

Sin (∆𝒒) = ( sin ∆𝒒 1) , …, sin ∆𝒒 n))
T 

Leads to the learn ability of the skilled motion 

for robot manipulator with respect to the 

residual input torque ∆w and the output: 

∆𝒚 = ∆𝒒 + 𝜷𝐬𝐢𝐧⁡(∆𝒒) ,with constant     

𝜷 > 0 .  

3. LEARNING CONTROL FOR LINEAR 

TIME VARING SYSTEM 

 WITH INTERNAL MODE  

To explain the essence of the proposed 

learning control method, consider a linear 

time varing system [M.W.Spong,1987, T.Y, 

Abdulaa2000]  

      𝑯(t)𝒒  𝒕 + 𝑺 𝒕 𝒒  𝒕 + 𝑷 𝒕 𝒒 𝒕  

                   = 𝒖 𝒕             … . (𝟑)                 

where 𝒖 𝒕  is mx1 input vector. Further  𝒒 𝒕    

is nx1 state vector. The  exact values of the 

coefficient matrices 𝑯(t) , 𝑺 𝒕 and 𝑷 𝒕 are 

not needed to be  known. y(t)   is  lx1  output 

vector ,it is assumed that the output y(t) is the 

velocity signal 𝒒  𝒕  Suppose that  for this 

system  a desired output yd (t) is given , which 

is continuously differentiable on [0,T]. Since  

the coefficient matrices 𝑯(t), 𝑺 𝒕 and 

𝑷 𝒕 are unknown, the input that generates the 
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desired output can  not be obtained through 

calculation. So one may introduce a kind of  

learning  scheme  to realize the desired 

output. In fig .2 ,    if the learning control part  

L = 0  .(without learning ) then 

     𝒖𝒆 = 𝒖𝒎 − 𝒖 

and by     feed forward   control 

     𝒖 = 𝒖𝒓𝒆𝒇 − 𝒖𝒆      …  𝟒  

where u ref  is the reference input. Then  

      𝒖𝒎 = 𝒖𝒓𝒆𝒇             …  𝟓  

and 𝒖𝒆 = 𝒖𝒎 −  𝒖𝒓𝒆𝒇 − 𝒖𝒆  

From fig. 2 the plant input 𝒖 is composed of 

two parts, a model based controller plus a 

learning control part L , the control input 

becomes as 

      𝒖 = 𝒖𝒓𝒆𝒇 − 𝒖𝒆 + 𝑳     ……  𝟔  

let us now consider a type of servo – loop 

defined by 

     𝑳 = 𝒘 − 𝝁 ∆𝒒 − 𝝍 𝐬𝐢𝐧 ∆𝒒       … .  𝟕  

where 𝝁 and 𝝍 are positive definite diagonal 

matrices whose diagonal elements signify 

position  and velocity gains, respectively 

.Substituting  eq.7  into eq.6 yields    

      𝒖 = 𝒖𝒓𝒆𝒇 − 𝒖𝒆 + 𝒘 − 𝝁 ∆𝒒 − 𝝍𝐬𝐢𝐧 ∆𝒒     … .  𝟖  

The learning part w is updated according to 

[S.Arimoto and T. Naniwa ,1995] ( see fig. 4) 

      𝒘𝒌+𝟏 𝒕 = 𝒘𝒌 𝒕 − 𝜸 ∆𝒅𝒌 𝒕       … .  𝟗  

where ∆d k(t) is a function of the output  

∆𝒚𝒌 𝒕  , such as ∆𝒅𝒌 = ∆𝒚   then  ∆𝒅𝒌 =

∆𝒒 𝒌 + 𝜷𝐬𝐢𝐧 ∆𝒒𝒌         … .  𝟏𝟎  

If the output vector y stands for angular 

velocities, i.e. ∆𝒚 = 𝒒   . we assume that the 

gain matrix  λ is positive definite or diagonal 

with positive diagonal elements. Now, let us 

pose a question as to what kind of 

characterizations of robot dynamics is crucial 

in assurance  of   robot 's   learn ability ( the 

existence of a function norm    ║. ║  )   such   

that 

 ║∆𝒅𝒌║→ 0    as    k → ∞   . 

The transfer function matrix of the filter is 

 𝝉𝒎𝑺 + 𝑰 −𝟏  ,  where   𝝉𝒎   is 

 ( n x n) constant diagonal matrix. The filter 

time constants ( i .e. the diagonal elements of 

𝝉𝒎 ) are chosen  as a compromise between the 

speed of response and the robustness 

[M.Morari, and E. Zafiriou ,1989,] . A  

feedback loop is obtained by considering 𝒖𝒓𝒆𝒇 

and 𝒖𝒎 as the filter inputs and 𝒖𝒆 as it 's 

output. Using concept from block diagram 

algebra , the relation  between the input and 

the output is converted as shown in fig. 3. 

From fig. 3 the perturbation signal is 

𝒖𝒆 = 𝝉𝒎
−𝟏   𝒖𝒎 − 𝒖𝒓𝒆𝒇 

𝑻

𝟎

𝒅𝒕  … .  𝟏𝟏  

A model is selected as  

𝑯  𝒕 𝒒  𝒕 + 𝑺  𝒕 𝒒  𝒕 + 𝑷  𝒕 𝒒 𝒕 = 𝒖𝒎 𝒕   … .  𝟏𝟐  

And 

𝒖𝒓𝒆𝒇 = 𝑯  𝒕 𝒒 𝒅 𝒕 + 𝑺  𝒕 𝒒 𝒅 𝒕 

+ 𝑷  𝒕 𝒒𝒅 𝒕      ………  𝟏𝟑  

where  𝑯  and 𝑺  are constant diagonal 

matrices that are positive definite. 

From fig.3  and considering eq .  12 and eq . 

13 it can be seen  that only signals up to the 

first  derivative of displacement ( i.e. velocity) 
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are needed. Since the position and velocity 

signals are available , the configuration of  

fig.3 is suitable for implementation. The filter 

avoid the necessity for acceleration signal.                                      

Return to the problem of characterization of 

robot dynamics. We assume that a desired 

trajectory 𝒒𝒅 𝒕       for t Є [0,T] is given a 

priori and twice continuously differentiable . 

Then , there exists a desired input 𝒘𝒅 ( = ud ) 

and hence the motion of the robot arm at the k 

th exercise is subject to the following residual 

dynamics and by substituting eq. 8 and  eq. 12 

into eq. (3) results in 

     𝑯 𝒕 𝒒  𝒕 +  𝑺 𝒕 + 𝑯  𝒕 𝝉𝒎
−𝟏 𝒒  𝒕 

+  𝑷 𝒕 + 𝑺  𝒕 𝝉𝒎
−𝟏 𝒒 𝒕    

= 𝑯  𝒕 𝒒 𝒅 𝒕  +  𝑺  𝒕 + 𝑯  𝒕 𝝉𝒎
−𝟏 𝒒 𝒅 𝒕      

+ 𝑺  𝒕 𝝉𝒎
−𝟏𝒒𝒅    + 𝒘 − 𝝁∆𝒒 

− 𝝍𝐬𝐢𝐧 ∆𝒒  … .  𝟏𝟒  

Define ∆𝒘 = 𝒘𝒌 − 𝒘𝒅 and  𝒛𝒌 = 𝒒𝒌 − 𝒒𝒅 

where 𝒘𝒅 is the control input which generates the 

desired trajectory  𝒚𝒅 and then eq.(14) can be 

written as : 

𝑯 𝒕 𝒛 𝒌 𝒕 +  𝑺 𝒕 + 𝑯  𝒕 𝝉𝒎
−𝟏 + 𝝁 𝒛 𝒌 𝒕 

+  𝑷 𝒕 + 𝑺  𝒕 𝝉𝒎
−𝟏 𝒛𝒌 𝒕 

+ 𝝍𝐬𝐢𝐧(𝒛𝒌  𝒕) = ∆𝒘𝒌    … . (𝟏𝟓) 

If  𝝉𝒎 is chosen sufficiently small , then eq.15 can 

be approximated by : 

𝑯 𝒕 𝒛 𝒌 𝒕 +  𝑯  𝒕 𝝉𝒎
−𝟏 + 𝝁 𝒛 𝒌 𝒕 +  𝑺  𝒕 𝝉𝒎

−𝟏 𝒛𝒌 𝒕 

+ 𝝍𝐬𝐢𝐧(𝒛𝒌  𝒕 ) = ∆𝒘𝒌    … . (𝟏𝟔) 

Assume, that  𝑧𝐾  and  𝑧 𝐾 are bounded . The 

bounded ness of 𝒛𝒌 𝒕   and  𝒛 𝒌 𝒕  is assured , since 

the internal model forces 𝒘𝒐(𝑡) to be close to 𝒘𝒅(𝑡) 

. To show the convergence of the learning control 

algorithm , the following theorem may be stated.  

4.THEOREM: 

Let the system described by eq.(17) satisfies 

the conditions b1-b6 and uses the control law 

in eq. 9 , if the condition    𝜸 ≥ 𝟐 𝝉𝒎
−𝟏𝑯    is 

satisfied then  the trajectory (𝒒𝒌 , 𝒒 𝒌) 

converges to the desired one (𝒒𝒅 , 𝒒 𝒅) in t Є [ 

0 ,T] , as                                                                                   

k → ∞ , provided that the bounded ness of  

𝒛𝒌 𝒕  (t) and 𝒛 𝒌 𝒕  for all k is satisfied. 

 

5.Convergence proof: 

To gain an insight into the problem , we note 

that there is an ideal input  wd that realize the 

prescribed output yd(t)  according to the 

postulate b6, though it is implicitly assumed 

that such an input wd can not be calculated in 

ordinary cases. Then  for a given desired 

output yd(t) ,   0 ≤  t ≤ T ,  the iterative control 

law of eq.9 guarantees that  for each t Є [ 0, T 

] , y k ( t ) → y d ( t) as k → ∞ ,  0 ≤ t ≤ T is 

chosen to be continuous and  

qk (0) = qo , for all k = 1 , 2, …. 

To show the convergence proof of the 

learning control algorithm in eq.9 , it is  

assumed that the gain matix γ is symmetric , 

positive definite and satisfies the condition 

 𝜸 ≥ 𝟐 𝝉𝒎
−𝟏𝑯  … (𝟏𝟕)                 

Subtracting 𝑤𝑑  from both sides of Eq.(9) yields 

∆𝒘𝒌+𝟏 𝒕 = ∆𝒘𝒌 𝒕 − 𝜸∆𝒅𝒌 𝒕        … . (𝟏𝟖) 

where 

∆𝒘𝒌 𝒕 = 𝒘𝒌 𝒕 − 𝒘𝒅 𝒕               … . (𝟏𝟗) 
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Inner products of both sides of Eq.(18) via the 

positive definite symmetric matrix 𝛾−1 are 

expressed as 

∆𝒘𝒌+𝟏 𝒕 
𝑻𝜸−𝟏∆𝒘𝒌+𝟏 𝒕 

=  ∆𝒘𝒌 − 𝜸∆𝒅𝒌(𝒕) 𝑻𝜸−𝟏 ∆𝒘𝒌 𝒕 

− 𝜸∆𝒅𝒌(𝒕)    … . (𝟐𝟎) 

Integration of both sides of this equation over the 

time interval  0, 𝑇  leads to and substituting eq.10 

into eq.20 yields 

 𝒆−𝝀𝒕  ∆𝒘𝒌+𝟏 𝒕 
𝑻𝜸−𝟏∆𝒘𝒌+𝟏(𝒕) 

𝑻

𝟎

𝒅𝒕

=  𝒆−ℷ𝒕

𝑻

𝟎

  ∆𝒘𝒌 𝒕 − 𝜸𝒛 𝒌

− 𝝍𝐬𝐢𝐧(∆𝒛𝒌 𝒕 ) 𝑻𝜸−𝟏 ∆𝒘𝒌 𝒕 − 𝜸𝒛 𝒌

− 𝝍𝐬𝐢𝐧(∆𝒛𝒌(𝒕)  𝒅𝒕              … . (𝟐𝟏)   

 𝒆−𝝀𝒕 ∆𝒘𝒌+𝟏𝜸
−𝟏𝒘𝒌+𝟏 

𝑻

𝟎

𝒅𝒕

=  𝒆−𝝀𝒕

𝑻

𝟎

  ∆𝒘𝒌
𝑻𝜸−𝟏∆𝒘𝒌  𝒅𝒕

+  𝒆−𝝀𝒕 ∆𝒛𝑻 
𝒌   𝜸 ∆𝒛 𝒌 𝒅𝒕

𝑻

𝟎

− 𝟐 𝒆−𝝀𝒕  ∆𝒛 𝒌
𝑻∆𝒘𝒌  

𝑻

𝟎

𝒅𝒕

− 𝟐 𝒆−𝝀𝒕 𝝍∆𝒘𝒌
𝑻 𝐬𝐢𝐧 𝒛𝒌  𝒅𝒕

𝑻

𝟎

+ 𝟐 𝒆−𝝀𝒕 𝝍𝟐 

𝑻

𝟎

𝜸−𝟏 𝟏

− 𝐜𝐨𝐬 𝒛𝒌
𝑻(𝒕)  𝒅𝒕  … (𝟐𝟐) 

Noting that  𝟏 − 𝐜𝐨𝐬 𝜽 ≥
𝟏

𝟐
𝐬𝐢𝐧(𝜽)𝟐  , 

 

 

 

Now  

 𝒆−𝝀𝒕  ∆𝒛 𝒌
𝑻∆𝒘𝒌  𝒅𝒕

𝑻

𝟎

=  𝒆−𝝀𝒕  ∆𝒛 𝒌
𝑻 𝑯 𝒕 𝒛 𝒌 𝒕 

𝑻

𝟎

+  𝑯  𝒕 𝝉𝒎
−𝟏 + 𝝁 𝒛 𝒌 𝒕 +  𝒔  𝒕 𝝉𝒎

−𝟏 𝒛𝒌

+ 𝝍𝐬𝐢𝐧( 𝒛𝒌)  𝒅𝒕         … (𝟐𝟑) 

 by using eq.16 the last equation is obtained. 

Then  

=
𝟏

𝟐
 

𝒅

𝒅𝒕
 𝒆−𝝀𝒕 𝒛 𝒌

𝑻𝑯𝒛 𝒌 + 𝒛𝒌
𝑻(𝒕)𝑺 𝝉𝒎

−𝟏𝒛𝒌 𝒅𝒕

𝑻

𝟎

+  𝒆−𝝀𝒕𝒛 𝒌𝑯 

𝑻

𝟎

𝝉𝒎
−𝟏𝒛 𝒌𝒅𝒕

+  𝒆−𝝀𝒕𝒛 𝒌
𝑻𝜸𝒛 𝑲𝒅𝒕

𝑻

𝟎

+  𝒆−𝝀𝒕𝒛 𝒌
𝑻𝝍𝐬𝐢𝐧 𝒛𝒌 𝒅𝒕

𝑻

𝟎

−
𝟏

𝟐
 𝒆−𝝀𝒕𝒛 𝒌

𝑻𝑯 

𝑻

𝟎

𝒛 𝒌)𝒅𝒕

+
𝟏

𝟐
 𝝀𝒆−𝝀𝒕 𝒛 𝒌

𝑻𝑯 𝒛𝒌

𝑻

𝟎

+ 𝒛𝒌
𝑻𝑺 𝝉𝒎

−𝟏𝒛𝒌  𝒅𝒕 … (𝟐𝟒) 

=

𝟏

𝟐
 𝒆−𝝀𝒕 𝒛 𝒌

𝑻𝑯𝒛 𝒌 + 𝒛𝒌
𝑻𝑺 𝝉𝒎

−𝟏𝒛𝒌 𝒅𝒕 +
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𝟏

𝟐
 𝒆−𝝀𝒕 𝒛 𝒌

𝑻 𝟐𝑯 𝝉𝒎
−𝟏 + 𝝀𝑯 − 𝑯 + 𝟐𝜸 𝒛 𝒌𝒅𝒕 +

𝑻

𝟎

 𝒆−𝝀𝒕𝒛 𝒌
𝑻𝝍𝐬𝐢𝐧 𝒛𝒌 𝒅𝒕 −

𝑻

𝟎

𝟏

𝟐
 𝒆−𝝀𝒕𝒛𝒌 𝝀𝑺 𝝉𝒎

−𝟏 
𝑻

𝟎
𝒛𝒌𝒅𝒕     … (𝟐𝟓) 

 

Note that the assumption on  complete 

initialization is used in the derivation of the 

last result. Substitute eq.25 into eq.22 yields: 

 𝒆−𝝀𝒕 ∆𝒘𝒌+𝟏𝜸
−𝟏∆𝒘𝒌+𝟏 𝒅𝒕

𝑻

𝟎

=  𝒆−𝝀𝒕  ∆𝒘𝒌
𝑻𝜸−𝟏𝒘𝒌  𝒅𝒕

𝑻

𝟎

− 𝟐 𝒆−𝝀𝒕

𝑻

𝟎

 𝒛 𝒌
𝑻𝝍𝐬𝐢𝐧 𝒛𝒌  𝒅𝒕

− 𝒆−𝝀𝒕 𝒛 𝒌
𝑻𝑯𝒛 𝒌 + 𝒛𝒌

𝑻𝑺 𝝉𝒎
−𝟏𝒛𝒌 

−  𝒆−𝝀𝒕𝒛𝒌
𝑻 𝝀𝑺 𝝉𝒎

−𝟏 𝒛𝒌

𝑻

𝟎

𝒅𝒕

−  𝒆−𝝀𝒕𝒛 𝒌
𝑻 𝟐𝑯 𝝉𝒎

−𝟏 + 𝝀𝑯 − 𝑯 + 𝟐𝜸

𝑻

𝟎

− 𝜸 𝒛 𝒌𝒅𝒕

− 𝟐 𝒆−𝝀𝒕

𝑻

𝟎

 𝝍∆𝒘𝒌
𝑻 𝐬𝐢𝐧 𝒛𝒌  𝒅𝒕

+ 𝟐 𝒆−𝝀𝒕𝝍𝟐𝜸−𝟏 𝟏

𝑻

𝟎

− 𝐜𝐨𝐬 𝒛𝒌
𝑻(𝒕)  𝒅𝒕                … . (𝟐𝟔) 

And 

𝟐 𝒆−𝝀𝒕𝝍𝟐𝜸−𝟏 𝟏 − 𝐜𝐨𝐬 𝒛𝒌
𝑻(𝒕)  𝒅𝒕

𝑻

𝟎

= −𝒎𝟏 −  𝒆−𝝀𝒕 𝒎𝟐  𝐜𝐨𝐬 𝒛𝒌
𝑻(𝒕) 

𝑻

𝟎

𝒅𝒕 

where  𝑚1 is positive gain and  𝑚2 = 2𝜓2𝛾−1  are 

positive diagonal  gain . 

Since  𝐻, 𝑆  and 𝐻  are positive definite , then if  

𝜆 > 0 is chosen sufficiently large so that 

 2𝐻 𝜏𝑚
−1 + 𝜆𝐻 − 𝐻 + 𝛾 > 0               … . (27) 

𝐴nd the learning gain satisfies the following 

condition  

2𝐻  𝜏𝑚
−1  ≤  𝛾                                        … .  28  

Then 

 𝑒−𝜆𝑡   ∆𝑤𝑘+1
𝑇  𝛾−1 ∆𝑤𝑘+1 

𝑇

0

𝑑𝑡 

≤   𝑒−𝜆𝑡    ∆𝑤𝑘
𝑇  𝛾−1 ∆𝑤𝑘  

𝑇

0

𝑑𝑡       … . (29) 

The result in eq.29 can be expressed as 

 ∆𝑤𝑘+1 
2 ≤  ∆𝑤𝑘 

2          ,    

   where   .   is defined as 

 ∆𝑤𝑘(𝑡) =

   ∆𝑤𝑘 𝑡  𝛾−1  ∆𝑤𝑘
𝑇 𝑡  𝑑𝑡

𝑇

0
 
−1 2 

. . (30)  

The result in eq.30 means that the sequence  

 ∆𝑤𝑘(𝑡) 2  is monotonously decreasing as long as 

𝑧𝑘  and 𝑧 𝑘  do not vanish . Since  ∆𝑤𝑘(𝑡)   is 

bounded , the monotonous decrease of  ∆𝑤𝑘(𝑡)   

implies the convergence , which proves that 𝑧 𝑘 → 0  

and  𝑧𝑘 →0  as  𝑘 → ∞ , which means the that  
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lim
𝑘→∞

 ∆𝑑𝑘(𝑡) = 0 

under the set of postulate b1 –  b6 the learning 

update law (see fig.5)  

wk+1 𝑡 

= 𝑤𝑘 𝑡 

− 𝛾  ∆𝑞 𝑘 𝑡 + 𝛽 sin ∆𝑞𝑘(𝑡)                                … . (31) 

satisfies the learnability and gives rise to the 

convergence of trajectory tracking, that is , 

𝑞𝑘(𝑡)→ 𝑞𝑑 𝑡  in the sense of uniform norm 

as k → ∞                                                                                                     

6.SIMULATION  STUDY 

To show the effectiveness of the proposed 

learning control scheme, a numerical example 

is considered. The proposed method is 

compared with an algorithm suggested in 

[T.Y, Abdulaa2000,S. Arimoto , 1990] which 

uses a learning control law with proportional 

plus derivative (PD) feedback. 

Consider a linear time varying system 

described by as : 















)(

)(
.

2

.

1

t

t

x
x  = 









 )23()52(

10

tt









)(

)(

2

1

t

t

x
x  + 










1

0
 u (t) 

y (t) = [ 0   1 ] 








)(

)(

2

1

t

t

x
x  

with   x1 (0) = 0 , x2 (0) = 0 

The desired output is given by as shown in 

fig.6: 

               

y d (t) = 12 t2
 (1 – t)   , t  Є [ 0, 1]  sec 

The internal model is selected using mean 

values of the system parameter variations as 















)(

)(
.

2

.

1

t

t

x
x  = 









 5.25.3

10
 

Computer simulation is carried out for the 

proposed algorithm. The simulation is 

conducted by means of the fourth order 

Runge – Kutta method. The output for 

different trials is compared with  the output 

for the learning control algorithm with PD  

feedback suggested in [18], as 

      𝐮 = 𝐰 − 𝐤𝟏 𝒙 − 𝒙𝒅 − 𝒌𝟐𝒙  

where 𝐤𝟏 and 𝒌𝟐 are constant gain matrices 

as. Results of simulation using the proposed 

learning control method with internal model 

for different cases are shown in figs. 7, 8 , 9 

and 10  Notice that  the proposed learning 

control algorithm converges faster than that of  

PD feedback method with learning. 

These figures demonstrate that the error is 

reduced when the operation is repeated. Figs. 

7 and 8 show results of  simulation for the 

ideal case , while figs. 9 and 10 show results 

for the case when there is an error in initial 

setting ,such that x1 (0) = 0.001 , 

 x2 (0) = 0.001. From the computer simulation 

, we can observe that the proposed method is 

less sensitive to the error in initial settings 

than that of  the PD feedback method with 

learning. 

7.CONCLUSIONS 

In this paper the internal model concept is 

used for robot applications , and enhanced by 
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learning capabilities. It is used for motion 

tracking of robot manipulator. 

A quasi – natural potential in robot dynamics 

is used in the research, which gives a type of 

sinusoidal position feedback with saturation 

in servo – loops. By means of saturated 

proportional and differential feedback of the 

quasi – natural potential the learnability for 

robotic manipulators is discussed. The 

learning contol concept is added to the 

internal model structure. The proposed 

control consists of an internal model based 

controller plus a feed forward learning conrol 

part. The learning contol part uses velocity 

error  signal in updating  the feed forward 

part. The proposed scheme is applied for 

different applications. 
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Fig. 1: Internal model  structure 
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Fig. 2 : A two – degree of  freedom control structure 

with internal model  and learning 
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Fig. 3: Equivalent block diagram to fig.1 
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Fig. 5 : Iterative Learning control 
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Fig. 9:  Tracking  Error  using the proposed method 

 

 

 

 

 

 

 

 

 

Fig. 10 Tracking  Error  using PD with error in initial settings 

 

 

 

 

 

 

 

 

 

 

Fig. 11:  Tracking  Error  using the proposed method 

with error in initial settings 



Khulood Moosa Omran                                                                 LEARN ABILITY OF …. 

 

14 

 

 

 

 

 وت باستخدام بقابلية تعلن الحركة الماهرة لانظمة الرو.

 النموذج الداخلي

 

 

 

الخلاصت 

تن  في ُزا البسث دساست  طشيقت  هقتشزت للتسكن الوتؼلن باستخذام الٌوْرج الذاخلي ّيوكي استخذاهِا كطشيقت تسكن تتابؼيت  في 

اى الطشيقت الوقتشزت للتسكن الوتؼلن  تتألف هي هسيطش الٌوْرج الذاخلي كوتسكن اساس  هضاف اليَ . التسكن بوؼالداث الشّبْث 

. هسيطش التسكن الوتؼلن كوسيطش بالاتداٍ الاهاهي ّتن استخذاهَ في السيطشة ػلى ازذ الاًظوت الوتغيشة بصْسة خطيت هغ الزهي 

اى تشكيب  ًظام السيطشة الوقتشذ ُّْ هي الذسخت الثاًيت يتألف  هي هسيطش داخلي للضْضاء في الٌظام  ّيستخذم ًظام  سيطشة 

ّقذ تن في . ّقذ تن في ُزا البسث استخذام ًْع خذيذ هي التغزيت الشاخؼت للوْقغ يؼتوذ ػلى الذالت الوثلثيت. خاسخي لتتبغ الوساس

يتضوي البسث . الطشيقت الوقتشزت تسسيي الاداء في الوساّلت الدذيذة اػتوادا ػلى بياًاث الاشتغال الٌاتدت في الوساّلت السابقت

كوا تن دساست السساسيت لتأثيش .بالاضافت الى ّخْد اهثلت تْضر فؼاليت ُزٍ الطشيقت. ّضغ اثباث سياضي لصست الطشيقت الوقتشزت 

. اى الٌتائح تبيي الأداء الديذ للطشيقت الوقتشزت. ّخْد خطأ في الؼْدة إلى الْضغ الابتذائي هي خلال الوساكاة بالساسبت 


