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Abstract: 
         Data Encryption Standard (DES) algorithm considers one of complicated algorithms that 

have users confidence for a long time. This algorithm enjoy with wide spread in business 

progress, banking, and governmental. 

         When DES algorithm entered running space, and many experiments and researches in 

cryptanalysis continuous to break this algorithm. In this research we using artificial neural 

networks to attack this algorithm by designing artificial neural network system simulating the 

main design of DES algorithm. The main idea of proposed system depends on represented the 

plaintext / ciphertext process; so that(Expansion permutation, and S-boxes substitution, and P-

boxes permutation)  process represented in proposed artificial neural network model; because the 

key is unknown and the purpose of proposed system obtained it. The proposed system used in 

two ways as cryptanalysis by provide a ciphertext as input to the network and the output 

obtained from the network system is  the plaintext. The second used to the network is as 

cryptography system that’s by inputs plaintext as input to the network system and the output 

obtained from the network is ciphertext. 
 

 الخلاصة :
( ٔازذة يٍ انخٕاسصيٍاث انًعقذة انخً زاصث عهى ثقت انًسخفٍذٌٍ نعذة DESحعخبش خٕاسصيٍت انخشفٍش انقٍاسٍت )          

 سُٕاث. ْزِ انخٕاسصيٍت حخًخع باَخشاس ٔاسع فً يدال الأعًال انخداسٌت ٔانًصشفٍت ٔالاسخخذاياث انسكٕيٍت. 

يٍ اخم أٌداد طشٌقت ٔ يسألاث انبازثٍٍ ٔانًخخصٍٍ فً يدال كسش انشفشة يسخًشة   DESيُز أٌ دخهج خٕاسصيٍت           

نكسشْا. فً ْزا انبسث حى اسخخذاو انشبكاث انعصبٍت الاصطُاعٍت نًٓاخًت ْزِ خٕاسصيٍت عٍ طشٌق حصًٍى شبكت عصبٍت 

اصطُاعٍت حساكً انخصًٍى الأساسً نهخٕاسصيٍت. انفكشة الأساسٍت نهُظاو انًقخشذ حعخًذ عهى حًثٍم انعًهٍاث انخً حدشي عهى 

انُص انًشفش. ْٔزِ انعًهٍاث ًْ عًهٍت انُشش ٔالاسخبذال ٔصُادٌق انخعٌٕض ٔعًهٍت الاسخبذال. ٌٔخى حًثٍم   /انُص انصشٌر 

ٌسخخذو انُظاو انًقخشذ فً   ْزِ انعًهٍاث فقط عهى اعخباس إٌ انًفخاذ غٍش يعشٔف ٌٔسخٓذف انًُٕرج انًقخشذ انسصٕل عهٍّ.

انُص انًشفش كًذخلاث نهشبكت انعصبٍت انًقخشزت ٌُٔخح انُص انصشٌر  احداٍٍْ الأٔل كُظاو نكسش انشفشة عٍ طشٌق إدخال

كًخشخاث نهُظاو انعصبً انًقخشذ. الاسخخذاو اَخش نهُظاو انًقخشذ كُظاو حشفٍش ٔرنك عٍ طشٌق إدخال انُص انصشٌر 

 كًذخلاث نهُظاو انًقخشذ ٔ انُص انًشفش ٌُخح كًخشخاث نهشبكت.  
 

 

1- Introduction:  
              Security of cryptographic systems is directly related to the difficulty associated with 

inverting encryption transformations of the system. The protection afforded by the encryption 

procedure can be evaluated by the uncertainty facing an opponent in determining the permissible 

keys [1,2, 3]. Data Encryption Standard (DES) is one of block cipher algorithms that partitions the 

data to blocks each block consist of 64 bits. These blocks entered to DES algorithm with 64 bits 

blocks of key to produce 64 bits block of ciphertext. This algorithm consist of many linked 

confusion and diffusion operations; which considered the main technique to built cryptography 

algorithms. The structure of DES algorithm consist of mixing substitution followed by a 

permutation operations these done on plaintext and key together which named round. DES 

algorithm contained 16 round doing the same operation.  Since many years the researches and 

cryptanalyst study the weakness and strength points of DES algorithm. These studies toward three 

objects these are [2, 3, 4]: 

1- The key  

2- Number of rounds 

3- S- boxes   
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          Artificial Neural Networks (ANNs) are simplified models of the central nervous system. 

ANN are based on the basic model of the human brain with capability of generalization and 

learning. The purpose of this simulation to the simple model of human neural cell is to acquire the 

intelligent features of these cells. They are networks of highly interconnected neural computing 

elements that have the ability to respond to input stimuli. Among the capabilities of ANN, are their 

ability to learn adaptively from dynamic environments to establish a generalized solution through 

approximation of the underlying mapping between input and output [1, 5, 6, 7]. 

          Neural network has the possibility of learning. The process of determining the weights  by  

which  the  best match  between  the  desired  output  and  the  artificial neural network output is 

called training process. Training will be most effective if the  training  data  is  spread  throughout  

the  input  space.  Learning  algorithms  are classified  into  supervised  learning  process  and  

unsupervised  learning  process. Supervised learning is the learning with a "teacher" in the form of a 

function that provides  continuous  feedback  on  the  quality  of  solutions.  These tasks  include 

pattern  classification,  function  approximation  and speech  recognition,  etc [ 6, 7, 8].  

        Unsupervised learning refers to the learning with old knowledge as the prediction  reference.  

These  tasks  include  estimation  problem,  clustering,  compression  or filtering  [9].  In  this  work,  

the  architecture  of  the  neural  network  is  the back propagation neural  network  and  the  

learning  algorithm  is back propagation learning algorithm [9] 

 The work flow for the neural network design process has seven primary steps [10]: 

1- Collect data 

2- Create the network 

3- Configure the network 

4- Initialize the weights and biases 

5- Train the network 

6- Validate the network 

7- Use the network 

          These steps discuses and applied on proposed system in practical part in section 6. 

          The Data Encryption Standard (DES), has been a worldwide standard for 20 years. Although 

it is showing signs of old age, it has held up remarkably well against years of cryptanalysis and is 

still secure against all but possibly the most powerful of adversaries [2].it’s one of block cipher 

algorithms, which divided the plaintext to blocks each block consist of 64 bits. This algorithm 

designed depending of confusion and diffusion process that’s lead to random ciphertext. 

         Neural networks are used in many different application domains in order to solve various 

information processing problems. They have proven to be successful in pattern recognition, pattern 

classification, system identification, function approximation, prediction, optimization, and 

controlling [1]. System identification is concerned with inferring models from observation and 

studying system behavior and properties. System identification deals with the problem of building 

mathematical models of dynamical systems based on observed data from the system[10] . There are 

two approaches for system identification, depending on the available information, which describe 

the behavior of the dynamic system. the first approach is state-  space approach (internal 

description), which describes the internal state of the system, and used whenever the system 

dynamical equations are available. The second approach is; input-output description which is used 

when no information is available about the system except its input and output [8]. 

        The proposed system aims to construct artificial neural network system simulates the main 

structure of DES algorithm. Therefore the proposed system depend on state- space (internal 

description) identification. Back Propagation Algorithm is used to learn the proposed neural 

network by modifying the weights connected between the neurons until the desired plaintext value 

obtained.  The proposed system used plaintext – ciphertext pairs to learn the network by entered the 

ciphertext  as the input to the network then learning to attempt to occurrence the result identical to 

obverse plaintext. After the learning process finished the connection weights represent the 

encryption key . and then used this system to cryptanalysis other ciphertext. 
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2-related work: 
           When DES algorithm entered running space, the researches beginning to attack and 

cryptanalysis this algorithm. The primary studies and researches depending on exhaustive search by 

using trial and error  concept [11, 3]. Another way present by Hellman named Formal coding. This 

way looking for key bits using XOR-SUM-OF-PROUDUCTS[3]. These ways needs very long time 

and treated with huge data, therefore, the modern way used different concept. In 1990, Eli Biham, 

and Adi Shamir presented Differential cryptanalysis[3,12]. This way depend on chooses plaintext- 

ciphertext pairs, which it’s plaintext different, and cryptanalysis the different between them during 

encryption progress using same key. this way right theoretical but practically it’s need very long 

time and very large computational ability. In 1993, Mitsuru Matsui present Linear Cryptanalysis by 

using Linear Approximation way to describe encryption process[3,12]. In recent years genetic 

algorithms used in cryptanalysis. By using genetic algorithm cipher text only attack is adopted and 

variety of optimum keys is produced based on fitness function[13,14]. The neural network take 

place wide interested in cryptanalysis of classical and stream cipher either using Known neural 

network or by using black- box[1, 8, 9, 15]. 

           In this paper we used neural network to cryptanalysis DES algorithm by designing a network 

simulate the main design of DES.  
 

3-The Proposed System: 
         Suppose there are many plaintext – ciphertext pairs encrypted using unknown one key. These 

pairs used to learn the network by entered the ciphertext  as the input to the network then learning to 

attempt to occurrence the result identical to obverse plaintext. After the learning process finished 

the connection weights represent the encryption key . and then used this system to cryptanalysis 

other ciphertext. Each round of DES algorithm consist of four main process, these are: 

a. Key compression and permutation. 

b. Expansion permutation. 

c. S-boxes substitution. 

d. P-boxes permutation. 

       The first process doing on key, and the other process (b, c, d) done on the text. 

       The main idea of proposed system depend on represented the plaintext / ciphertext process; 

therefore the latest three process represented in proposed artificial neural network model; take in 

considerations the key is unknown and the purpose of proposed system obtained it. 

The following ( figure1) represent the proposed artificial neural network structure of DES 

algorithm. 
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Figure 1 

The proposed DES artificial neural network model 

The proposed artificial neural network consist of five layers, these layer in order: 

a) Input layer: 

        This layer consist of 64 neuron (node), each neuron represents one bit from ciphertext 

therefore this layer named also ciphertext layer. 

b) Expansion Permutation layer: 

        Consist of  48 neuron, each neuron represents one bit of block obtained from  Expansion 

Permutation process. 

c) S-boxes layer: 

         Consist of  8 neuron, each neuron represents one box from 8 s-boxes. In this layer the 

connection between the expansion permutation layer output and s-boxes layer must be 

corresponding to the main design of DES algorithm. That's by dividing the expansion permutation 

output to groups each group contain 6 neurons, then connect each group to one of s-boxes in orders. 

The first group that contain the first six neurons (e1; e2, e3, e4, e5, e6) from expansion permutation 

layer connected to first neuron of s-boxes layer (s1), and the second group that contain the succeed 

six neurons (e7; e8, e9, e10, e11, e12) connected to the second neuron of s-boxes…and so on. 

d) P-boxes layer: 

          Consist of  48 neurons. In this layer the entered text to s-boxes returned with exchanging its 

positions. 

e) Output layer: 

           This layer consist of 64 neuron (node), each neuron represent one bit from plaintext therefore 

this layer named also plaintext layer. 
 

 

Input layer output layer 

Expansion layer p-boxes layer 

S-boxes layer 

X1 

X2 

X64 

y1 

Y2 

Y64 



Journal of Kerbala University , Vol. 10 No.4 Scientific . 2012 
 

39 

5-The network learning: 
           To learning the proposed neural network suppose finding many plaintext – ciphertext pairs 

encrypted using same key. In practical side of this research we used 5 pairs of plaintext – ciphertext 

in learning process.  The ciphertext represents the input of the neural network after dividing it to 64 

bit blocks , the corresponding plaintext divided to 64 bit block also. Where each ciphertext block 

faced the corresponding plaintext block. The plaintext block represent the desired value from 

proposed model. 

The following Back Propagation learning algorithm steps until the desired plaintext value obtained 

are : 

a. determine random values to all weights ( W ) conected between neurons, the range of these values 

between (0.1 – 0.3) . 

b. select random ciphertext – plaintext pair block (X D) and compute the output values to each layer 

feed forward direction to obtained final output values from the neural network ( O ). 

     Oj = f (∑Oj-1 Wij). 

c. Compute the difference between the desired value (D) and the final output value (O)  

     δj = (Oj – Dj) f(Hj). 

d. Compute the difference value (δ ) to all previous layers using Back Propagation  method: 

     δj = f'(Hj-1) (∑δj Wj). 

e.  Updating weights values (W): 

Wij(new) = Wij(old) + Δ Wij 

Δ Wij = µδOj 

f. Repeats the steps (b, c, d, e) with another learning data pair until the desired plaintext value 

obtained. 
 

6-Experemental  Results: 
          The proposed model attempt to simulate the main design of DES algorithm using artificial 

neural networks. The aim of this model obtained random distribution to neural network weights 

identical the DES random distribution that done on plaintext and key to produced the ciphertext.  

 Phase 1: Design System: this phrase determined the structure of the proposed system as shown in 

figure-1 above. It’s include the number of hidden layers and the number of neurons of each layer 

with input and output layers to be agreement with the main structure and properties of DES 

algorithm.  

Phase 2:The work flow for the proposed neural network design:  this process done  using 

Matlab implementation by the following steps: 

 Step 1: Collect Data (preparing data):  

Open the Matlab Toolbox and look for the Neural Network Toolbox. You should be able to see the 

NN Network/Data Manager screen. this screen used to entered data (the input and desired data). 

Each data represent as vector of binary bits. Let P denote the input (plaintext) and T denote the 

target/output (ciphertext).  

Step 2: Create the  Network: 
In order to use a network we need to first design it, then train it. After this the network is ready for 

simulations to be performed on it. We change all the parameters on the screen to the values as 

indicated on the following: 

Network name = DES 

Network type = Feed-forward back propocation 

Input data = P   ( entered and saved in step 1) 

Target data = T   ( entered and saved in step 1) 

Training function= Trainlm  

Adaptive learning function= Learngdm 

Performance function = Mse 

Number of layers = 5 
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Then determine the number of neurons and transfer function to each layer .all these shown in 

figure-2 

 
Figure 2 

Create network or data screen 
 

Step 3: Configure the Network: 

In order to show a network configuration we chose the DES network from data/network manager 

screen then we can show the configuration of the design network in view page as shown in figure 3 

below. 
 

 
Figure 3 

Proposed network confoguration 
 

 

Step 4: Initialize the weights and bises  : 

         This done using the same screen in figure-3 but with view / edit weights page or reinitialized 

weights  page. 

Step 5: Network Training: 
         In order to use a network training we chose the train page in then chose train page as shown in 

same figure-3 . The train page allowed to determine the training parameters and training 

information as shown in figure-4 and figure-5 : 
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Figure 4                                                               Figure 5 

Training parameters of train page                         Training parameters of train page 

 
 

           When the network completed the performance curve which determine the convergence of the 

training curve with error rate as shown in figure-6: 

 

 
Figure 6 

The performance curve 
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Figure 7 

Training state curves 
 

Step 6: validate the network:  
        The network become validation and if this network reached to convergence during the training 

with minimum error rate.  In this case the proposed system becomes ready to used as DES main 

algorithm. 

Step 7: Use the network:  
        This step is doing using the same figure 3 but with simulate page shown in figure-8 and the out 

put of the simulation data saved in network / data management. As shown in figure-9. 

If we used the network as cryptanalysis system we used ciphertext as input to the network and the 

output ( the plaintext ) obtained from the network system. another used to the network is as 

cryptography system that’s by inputs plaintext as input to the network system and the output ( 

ciphertext ) obtained from the network. 

 

 

figure 8                                                                       figure 9 

        DES simulation screen                                       Network / data management screen 
 

 

7-Conclusion: 
1- After the training completed connections weights of neurons represent the key used in encryption or 

decryption process. And we can extracting this weights (key) by printed or showing it. That’s main 

advantages comparative with use neural networks as black box when in black box we can’t print or 
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show the connections weights and that’s mean we can’t take place the key used in encryption or 

decryption process. 

2- We can use the proposed system in cryptanalysis by using ciphertext as input to network and 

produce the plaintext as output of the network using the same key all that in simulation step (step 7 

above). 

3- We can use the proposed system to encrypt a message by entered the plaintext as input to network 

and produced ciphertext as output by simulation step (step 7). 

4- This model attempt to simulate the main design to DES algorithm to produced random distribution 

of neuron weights similar to random distribution done on plaintext and key by DES algorithm. 

5- Finally one of difficulties and Limitation is the obtaining of ciphertext – plaintext pairs encrypted 

using same key. 
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