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Abstract  
This paper focuses on using mean-shift technique to convert real color image to cartoon image which is 

necessary for more image processing application such as segmentation, edge detection, recognition ..etc 

from divide the original image to many regions window  “clusters”  without any prior knowledge about 

these regions in each find the center cluster value which considered the density of some color in this cluster 

and then modification all neighbor pixel in this region to this value K-Nearest-Neighbor which used in 

clustering operation where all pixels in this region be in the same color without gradual. Implementation this 

search by using Java 
TM

 6 update 7
  
from Sun Microsystems,Inc. 

 الخلاصة
تعتبش انتً  انحقٍقٍتِ إنى صىسة كاستىٍَتِ  راث الانىاٌنتحَىٌم صىسةِ  non-parametric mean shiftت إستعًال تقٍُتى فً هزا انبحث 

ٍْ انًعانجاث ِ،تعًم هزِ انتقٍُت عهى اساس تقسٍى  ضشوسٌتُ فً تطبٍقاث  يعانجت انصىس  يثم انتقسٍىِ، تحذٌذ انحىافِ، تًٍٍز انصىس. . انخ. يِ

نهىٌ  انتً تعتبش كثافتقًٍت َقطت يشكز د فً كم يُطقت تحذو وبذوٌ يعشفت سابقت عٍ اي يعهىياث عٍ تهك انًُاطق  انصىسة انى عذة يُاطق

فً عًهٍت انعُقذة  K-Nearest-Neighbor استخذاو  طشٌقتتى ويٍ ثى تعذٌم كم قٍى َقاط انًجاوسة فً تهك انًُطقت انى هزِ انقًٍت يعٍٍ 

وبتطبٍقها عهى كم يُاطق وبانتانً تكىٌ جًٍع َقاط انًُطقت راث نىٌ واحذ بذوٌ تذسج َقاط هزِ انًُطقت راث قًٍت تكىٌ قٍى جًٍع  وبزنك

 تى بشيجت هزا انبحث باستخذاو نغت جافا .ىسة ٌتى انحصىل عهى صىسة كاستىٍَت نهصىسة الاصهٍت . انص

 

1.Introduction  
     Mean-Shift technique is a non-parametric technique which does not require prior knowledge of 

the number of clusters, and does not constrain the shape of the clusters. The mean-shift procedure 

consists of two steps: the estimation of the gradient of the density function, and the utilization of the 

results to form clusters. The gradient of the density function is estimated by a nonparametric density 

estimator [1]. Then starting from each sample point,the mean-shift procedure iteratively finds a path 

along the gradient direction away from the valleys and towards the nearest peak[2,3 ] ( clustering) 

to access to cartoon form for this  input real color image from type (*.jpg) 

2.Mean-Shift  Technique : 
   mean-shift analysis  in which step we would estimate Probability Density Function (PDF) and 

Gradient (Mean-shift Vector )to define modes[4]( the centers of the regions of high concentration)  

second step mean-shift clustering to grouping the pixels to these centers of clusters. 

   2.1 Kernel Density Estimation[1,2]: 
   The feature spaces employed in low-level vision task are more often characterized by very 

irregular data clusters whose number and shapes are not available .this strongly suggests that non-

parametric approach which provides reliable detection of the local maxima of the underlying 

density, i.e. ,the modes, should be employed for analysis. To compute  kernel density estimation  

which considered is the most popular non-parametric density estimation technique using normal 

kernel, since for low to medium data sizes,normal kernel estimation is a good practical choice; it is 

simple ,and for kernels the estimate is asymptotically unbiased,consistent in a mean-square sense 

and uniformaly consistent in probability. 
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 The equaition which used in compute Kernel density esitimation  as follows :  

   Given n data points (image pixels) in dimension space x=1,2,3,…,n,the multivariate kernel 

density estimator with K(x) and window bandwidth h,is given by: 
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The kernel function has the following properties: 
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The normal kernel used in this research compute by : 
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Therefore ,the kernel density estimator when use normal kernel can be expressed as: 
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2.1.2 Density Gradient Estimation(mean-shift vector ) 
 In this step Compute mean shift vector , we estimate the  gradient (mean-shift vector) for the 

analysis of the modes of the data set. The modes are feature space with the underlying PDF is to 

find located among the zeros of the gradient.   
The gradient estimator can obtained by[1,2,3] : 

By defining  profile of the new window : 

                                                                   g(x) = -k(x) 

and this new kernel can be written as follows : 

                                                                  G(x) = g(|| x ||) 

Then the mean shift vector can obtain by : 
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 Where h is a number of points in kernel window.  
 From above it can be seen that at certain x the gradient is proportional to the mean shift vector , 

thus the mean shift vector always points to the maximum increase of density, i.e , it moves towards 

the modes. 

The mean shift analysis procedure for certain x within a data set can be successively obtained 

 by : 

Step 1: Compute the mean-shift vector by equation (4). 

  Step 2 : Translate the kernel window K by m(x) and re-compute the weighted mean. 

  Step 3 : Stop the iteration if the gradient is close to zero. 

The recursive formula for the weighted mean is : 

 If y1 is the initial value , the translation of window center can be obtain by: 
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2.2 Mean shift clustering [5] : 
 Non parametric cluster analysis use the modes of underlying probability density to define the 

cluster centers and the valleys in the density to define the boundaries separating the clusters. The 
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Clustering Problem given a set of data points {xi} in a d-dimensional Euclidean space R
d
, assign a 

label li to each point xi, based on proximity to high density regions in the space.  
 

                              
 

                                          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.Algorithm mean shift technique proposed in this search 
Input :*.jpg type  color image. 

Output :*.jpg cartoon image. 

Start the algorithm : 

Step 1: Input  spatial radius which refer to number of pixels in  window is randomly selected from 

the data on the basis  on selected it is that  the range difference between any two neighbors should 

be large than certain value. And input color distance which mean the number of  clusters for pixels 

in one window . 

Step 2 : Convert image file into matrix of two dimension N*N (called  image pixel).from it choose 

sample set[x1,x2,……,xn],n<h ,h is a number of points in kernel window. 

Step 3 : Compute kernel density by using equation( 1) for each sample set all the data are chosen to 

be training set and after applying mean shift procedure the center candidates of cluster are defines. 

Step 4  : Compute mean shift vector to find modes by using equation (4) 

Step 5 : Derive cluster center from equation(5) clustering these  points: since each data point 

associated with certain sample set convergence to the candidate according to the K-Nearest-

Neighbor(k=1 in our case).after converging and grouping the center candidates belong to certain 

Figure (1)   d-dimensional Euclidean  space        

 

Figure (2) Grouping data in clusters 
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cluster center (condition stop when gradient is close to zero) which can be used to assign the value 

to the corresponding data set. 

Step 6 : End . 

        After application this algorithm we obtain on cartoon image from type (*.jpg) for entered real 

color image. 

 

4. The practical side for search 
  the following figure show the interface :  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

from button “Select your image” we load the image which be manipulated to converted  it to 

cartoon image using mean shift technique  The button “Open Image” open new window for 

opining the selected image which is explain in figure (4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

               Figure (3) General Interface  
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this form contain from two important  buttons first buttom  Start Mean Shift Algorithm when 

press on this button appear box dialog to enter the spatial radius and color distance which show in 

figure (5 ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (4)    manipulated image using mean shift technique 

               Figure (5)     Form select Spatial Radius and Color Distance parameters 
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After enter the values for these parameters the execution on this image begin which may be take 

several minute to complete execution depends on values for spatial radius and color distance and 

quality of image  and then show the resulted image in cartoon form and then press button Save 

image to save the resulted image in type of *.jpg extension this illustrated in figure (6)  

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

               Figure (6)     Resulted Image after complete execution of mean shift algorithm         
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Experiments 

Group 1 :  the following images 

 converted by mean-shift technique  

 

 

 

with spatial  radius =7 and 

 color distance = 20: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  color distance  = 20 with 

 different spatial radius  
 

 

 

 

 

 

 

 

 

 

 

 

  

  

Spatial radius = 7 
Spatial radius = 15 

Spatial radius = 30  Using spatial radius = 3 distance color = 10 
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Group 2 :  using different image  with 

  color distance  = 20 with 

 different spatial radius  

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

Original image 

Spatial radius = 7 Spatial radius =15 

 Using spatial radius = 3 distance color = 10 
Spatial radius = 30 
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Group 4 : take another image different  

form other in the colors with using  

same spatial radius which using with  

other  images 
 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

  

Orginal  image 

Spatial radius = 7 Spatial radius = 15 

 Using spatial radius = 3 distance color = 10 Spatial radius = 30 
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Group 5 :the following images converted 

 by using color  distance color = 30 

with different spatial radius 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Original  image 

  

 

Spatial radius = 7 

Spatial radius = 30 

 

Spatial radius = 15 

 Using spatial radius = 3 distance color = 10 
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5. Discussion : 
 

 from experiments we found that the image resulted which represent the cartoon copy image  for 

original image the accuracy of the conversion depend on the  selection of spatial radius and color 

distance furthermore on the quality and density of colors in original image .from experiments we 

found that the best result we obtain on it when the value of spatial radius between 15 -30 and the 

value of color distance=20 this is depend on the nature of image . the worst result (this mean the 

image resulted is cretin and losing in the objects which found in original image) when the value of 

spatial radius<=5 and the value of color distance <=10. Therefore, the result of this technique 

depend on nature of image(quality of color , objects in an image and the values of color distance 

and spatial radius.  

 

6.Conclusion : 
 

1-- mode detection which  means  the  converge procedure  are  attracted  by stationary.  Therefore,  

the  points  through  mean  shift  process  will  adaptively  reach  the corresponding mode. 

2- The selection the best values for spatial radius and color distance to obtain the accuracy in the 

result and a good separation  for objects in image  it is be from experiments where not be able to 

found the constant values for these variable for all images. Where select value for one image 

give a good result and when applying these values on other image that not give the same result 

with one image. And that is recognize is the mean shift technique is non-parametric technique 

which does not require prior knowledge of the number of clusters, and does not constrain the 

shape of the cluster. 

3- From experiments we found that when the values of color distance<=10 and spatial radius<=5 

the resulted image is to be slantwise to be cretin and it losing more objects in the image when 

these images have the same properties about the quality of colors , number of colors in images 

and number of objects in these images. 

4- We must select the values for spatial radius and color distance which justify that as possible not 

losing the objects in the image when clustering and grouping the data set to be assigned to the 

certain color cluster (center cluster).    
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