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Abstract 
 The two-way multivariate repeated measurements analysis of variance (2-way MRM 
ANOVA) model for complete data is studied by  considering the case of multivariate response 
variables. The test statistics of various hypotheses on between-units factors, within-units 
factors and the interaction between them are given. 
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1.Introduction 
 Repeated measurements analysis is widely used in many fields, for example, the 
health and life sciences, epidemiology, biomedical research and so on. Many literatures have 
been given to the univariate repeated measurements analysis of variance (RM ANOVA), see 
Crowder and Hand (1990)[3], Vonesh and Chinchilli (1997)[9]. The focus of this paper is the 
multivariate repeated measurements analysis of variance   (RM ANOVA) model for complete 
data. A complete MRM design means that measurements are available at each time point for 
each experimental unit [9]. The MRM generalizes RM in the sense that it allows a vector of 
observations at each measurement. Al-Mouel and Wang (2004) [1], studied the one – way 
multivariate repeated measurements analysis of variance (1-way MRM). The terminology we 
use for the MRM design in this paper is a two-way MRM ANOVA which refers to the 
situation with only two within-units factor. 
 
2. Two –Way MRM Design 
        There is a variety of possibilites for the between units factors in a two-way design. In a 
randomized two-way MRM experiment, the experimental units are randomized to two or 
more between units factors or groups. The response variables are measured on each of p 
occasions, which are regarded as p levels of a within – unit factor, which we lable as “Time” 
for convenience. We consider the case of a multivariate response variables and two between-
units factors. Also, we assume that we have two within – units factors (suppose we call them 
“Time” and “Day” ) and two groups or treatment factors (factor A and factor B).  
 For convenience we use the following notation: 

p = # of responses =  dt. ; 

t  = # of  levels of Times ; 

d  = # of  levels of Days ; 

q  = # of  groups = ba.   ; 

a  = # of  levels of between-units factor A  ; 
b  = # of levels of between-units factor B  ; 

          jkn = # of experimental units assigned to level ),( kj  of ),( BA  ; 
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abnnn ++= L11  is total sample size ; 

where “#” means the number. 
 For convenience, we consider the following linear model and parameterization for the 
two-way MRM design with two between-units factor incorporating two univariate random 
effects: 

(2.1)                                             )()(             

)()()()()()(  

)()()(

,    

)()(

ijklmjklmklm

jlmjkmjkllmkmkl

jmjlmlkijijkkjijklmY

∈+++

++++++

+++++++++=

αβτγβτγ
ατγαβγαβττγβγβτ

αγατγτρδαββαµ
where 

jkni ,,1K=   is an index for experimental unit of level ),( kj of the  

                  treatment factors ),( BA  , 

aj ,,1K=   is an index for levels of the between–units factor (Group A),  
bk ,,1K=   is an index for levels of the between –units factor (Group B), 

tl ,,1K=    is an index for levels of the within-units factor (Time) , 
dm ,,1K=  is an index for levels of the within – units factor (Day), 

],...,[ 1 ′= ijklmrijklmijklm YYY  is the response measurements of within-units 

                  factors (Time-Day) for unit i within treatment factors ),( BA  , 

],...,[ 1 ′= rµµµ      is the overall mean vector, 

],...,[ 1 ′= jrjj ααα  is the added effect of the thj  levels of the treatment factorA , 

],...,[ 1 ′= krkk βββ   is the added effect of the thk  levels of the treatment factorB , 

],...,[ )(1)()( ′= rjijiji δδδ  is the random effect due to experimental unit i of the thj  level of 

treatment factor A  , 

],...,[ )(1)()( ′= rkikiki ρρρ  is the random effect due to experimental unit i of the thk  level 
of treatment factor B , 

])(,...,)[()( 1 ′= jkrjkjk αβαβαβ  is the added effect of the interaction between the factors 
A  and B  at levels kj,  , 

],,[ 1 ′= lrll τττ K  is the added effect of the thl   levels of Time  , 

],...,[ 1 ′= mrmm γγγ  is the added effect of the thm  levels of Day  , 

])(,...,)[()( 1 ′= jlrjljl ατατατ  is the added effect of the interaction    
               between the treatment factor A  and Time at levels lj,  , 

])(,...,)[()( 1 ′= klrklkl βτβτβτ  is the added effect of the interaction  

               between the treatment factor B  and Time at levels lk,  , 
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])(,...,)[()( 1 ′= jmrjmjm αγαγαγ  is the added effect of the interaction   

                between the  treatment factor A  and Day at levels mj,  , 

])(,...,)[()( 1 ′= kmrkmkm βγβγβγ  is the added effect of the interaction  

                 between the treatment factor B  and Day at levels mk,  , 

 ])(,...,)[()( 1 ′= lmrlmlm τγτγτγ  is the added effect of the interaction  

                  between the Time and Day at levels ml,  ,             

])(,...,)[()( 1 ′= jklrjkljkl αβταβταβτ  is the added effect of the interaction    
                  between the treatment factors A  and B , and Time at their  

                 thj , thk ,  and thl levels respectively , 

])(,...,)[()( 1 ′= jkmrjkmjkm αβγγαβαβγ  is the added effect of the  

                       interaction between the treatment factors A  and B , and   

                       Day at their thj , thk  and thm  levels respectively , 

])(,...,)[()( 1 ′= jlmrjlmjlm ατγατγατγ  is the added effect of the interaction  
                   between the treatment factor A  and Time and Day at their   

                   thj , thl ,and thm   levels respectively ,   

])(,...,)[()( 1 ′= klmrklmklm βτγβτγβτγ  is the added effect of the interaction   
                    between the treatment factor B  and Time and Day at the   

                     thk , thl  and thm  levels respectively , 
 ])(,...,)[()( 1 ′= jklmrjklmjklm αβτγαβτγαβτγ  is the added effect of the 

                     interaction between the treatment factors BA,  and Time,   

                    Day at their thj  , thk , thl , and thm  respectively, and 

],...,[ 1 ′∈∈=∈ ijklmrijklmijklm  is the random error of within-units  factors  
           (Time,   Day ) at their levels ),( ml  for unit i  within between-units  

            factors A , B  at their levels ),( kj  respectively. 

where “′” means the transpose.  
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 For the parameterization to be of full rank, we impose the following set of conditions: 
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 We assume that  ijklm∈ ’s , )( jiδ ’s, and )(kiρ ’s are independent with   (2.2)                                                              

          

],...,[ 1 ′∈∈=∈ ijklmrijklmijklm  ),0(...~ ∈ΣrNdii ,             (2.3) 

],...,[ )(1)()( ′= rjijiji δδδ  ),0(...~ δΣrNdii   , and                    (2.4) 

],...,[ )(1)()( ′= rkikiki ρρρ  ),0(...~ ρΣrNdii ,                          (2.5)  

where rN  is denoted to the multivariate-normal distribution, and, δΣΣ∈, , and ρΣ  are all 

rr ×  positive definite matrices. 

   Let    ],,,[ 21 ijkpijkijkijk YYYY K=  , i.e., 

PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



TWO-WAY MULTIVARIATE REPEATED MEASUREMENTS… 

 21

 

 

            



















=

ijkprrijkrijk

ijkpijkijk

ijkpijkijk

ijk

YYY

YYY

YYY

Y

.......

.......

.......

21

22212

11211

MMMM
                                 (2.6)    Let  

 
 
 
 
the covariance matrix of ijkY

r
 is denoted by Σ , where )(AVecA = . The (.)Vec  operator 

creates a column vector from a matrix A  by simply stacking the column vectors of A  below 
one another [9]. It follows from the random effects that Σ  satisfies the assumption of 
compound symmetry, i.e., 

ρδ Σ⊗+Σ⊗+Σ⊗Ι=Σ ∈ ppp JJ   ,              (2.7) 

where pΙ  denote the pp ×  identity matrix, pJ  denote pp ×  matrix of one’s, and ⊗  be 
the Kroncker product operation of two matrices. 
 
3. Analysis of Variance (ANOVA) 
    Let ∗U  be any pp ×  orthogonal matrix is partitioned as follows :          

             ][ 2

1

DTDTp UUUjpU ×
−

∗ = ,                     (3.1) 

where pj  denote the 1×p  vector of one’s, TU  is  )1( −× tp  matrix, DU  is     
 
 
 )1( −× dp  matrix, and DTU ×  is )1)(1( −−× dtp  matrix, 0=′ pT jU , 1−=′ tTT IUU , 

0=′ pD jU ,  
, 0=′ pTxD jU , )1)(1( −−=′ dtTxDTxD IUU ,  
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* UYY
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where  ],...,,[ ****
21 ijkpijkijkijk

YYYY =  

rrprrpp

rpppr

rrijkijk

UJUUJU

UJJU

UUUYCOVYCOV

ΙΣΙ⊗′+ΙΣΙ⊗′+Σ⊗Ι=

Ι⊗Σ⊗+Σ⊗+Σ⊗ΙΙ⊗′=

Ι⊗ΣΙ⊗′==

∗∗∗∗∈

∗∈∗

∗∗∗
∗

ρδ

ρδ ))()((

)()()()(

  (3.3) 

  We can write (3.3) above in the following matrix form :  

PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



Abdul-Hussein Saber Al-Mouel  &  Jawad Mhmoud Jassim 
 

 22

rpxrp

ijk

p

YCov



















Σ

Σ
Σ+Σ+Σ

=







∈

∈

∈

00

0......0

0......0)(

*

MOMM

ρδ

 

                          (3.4) 

 Now, 
ijkijk

YY =*
1

  pjp 2
1−

    ,i.e. 

    





















*
1

*
12

*
11

rijk

ijk

ijk

Y

Y

Y

M
=

























∑ ∑

∑ ∑

∑ ∑

= =

= =

= =

t

l

d

m
jklmrp

t

l

d

m
jklmp

t

l

d

m
jklmp

Y

Y

Y

1 1

1

1 1
2

1

1 1
1

1

M

                              (3.5) 

            

From (2.1), we obtain : 
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Then the set of vectors 
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have mean vectors : 

,....,, 12121111 βαβαµβαβαµ pppppppp ++++++  

,,....,

,,

222222

212111

βαβαµβαβαµ

βαβαµβαβαµ

aa
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pppppppp

pppppppp

++++++

++++++
 

……., ,baba pppp βαβαµ +++  respectively, and each of them has 

covariance matrix  .∈Σ+Σ+Σ δδ pp  

 So, the null hypothesis of the same treatment effects are : 
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H01  : 0...21 ==== aααα  

H02  : 0...21 ==== bβββ  

HO3  : ======== 2222111211 ...... βαβαβαβαβαβα aa … = 

            0...21 ==== babb βαβαβα  

 The ANOVA based on the set of transformed observations above the *
1ijk

Y ’s provides 
the ANOVA for between –units effects. This leads to the following form for the sum square 
terms 
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 ∑∑∑
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  Thus :      (1) )))((,(~)( ∈× Σ+Σ+Σ− ρδpabnWS rBAU   , 

                 (2) )))((,1(~ ∈Σ+Σ+Σ− ρδpaWS rA   , 

                 (3) )))((,1(~ ∈Σ+Σ+Σ− ρδpbWS rB   , 

                 (4) )))((),1)(1((~ ∈× Σ+Σ+Σ−− ρδpbaWS rBA   , 

where rW  denote the multivariate-Wishart distribution.                                      

Let   BABA SSSSSS ×=== 321 ,,  .Then the test statistics are as follows : 

(1) The multivariate Wilks test (Wilks, 1932)[10]: 

       
kBAU

BAU
W

SS

S
T

+
=

×

×

)(

)(
, when k0Η  is true , for  .3,2,1=k    (3.13) 

(2) The Lawley-Hotelling trace (Lawley, 1938; Hotelling, 1947)[5,4]: 
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    ,)( 1
)(

−
×= BAUkLH SStraceT when k0Η  is true , for .3,2,1=k  (3.14)        

(3) The Bartlett-Nanda-Pillai trace (Bartlett, 1939, Nanda, 1950; pillai, (1955)[2,6,7] : 

   ,})({ 11
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1
)(

−−
×

−
× +Ι= BAUkBAUkBNP SSSStraceT  when k0Η  is true ,for 

.3,2,1=k                                                                                                (3.15) 

(4) Roy’s Union-Intersection (UI) test or largest root (Roy, 1953)[8]: 

 =RT  largest characteristics root of  ,)( 1
)(

−
× BAUk SS  when k0Η  is true , for .3,2,1=k                                                                                    

(3.16)          

 The ANOVA based on the set of transformed observation the *
1mijk

Y ’s for each l=2,…,t, and 
m=2,…,d has the model which is partitioned as follows: 
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Now ][],,[ 2 DTijkDijkTijkijkijkpijk UYUYUYUYYY ×
∗∗ ==K   (3.20) 

Now, from (3.17) we obtain : 
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From (2.1) and (3.21), we get: 

         })(){1)(1( )()( jkkijikjijklm dtY βαρδβαµ +++++−−=∗    

                     +++−++++ ′′′−′′ LL 3221,121 ){1(][ ττ kkktkk uuduuu  

                     +++−+ ′′′− L3221,1 )()(){1(} jkjktkt uudu τατατ  

                     +++−+ ′′′− L3221,1 )()(){1(})( kkkkjtkt uudu τβτβτα  

                     ++−+ ′′′− 3221,1 )()(){1(})( jkkjkkktkt uudu τβατβατβ  

                     }{})( ,121,1 ktkkjktkt uuuu ′−′′′− +++++ LL τβα  

PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



TWO-WAY MULTIVARIATE REPEATED MEASUREMENTS… 

 25

                     +++∑ + ′′
=′

′′ }])()()({[
2

mkmk

d

m
mjm γβγβγαγ  

                     +∑++∑+∑
=′

′′−
=′

′′
=′

′′
d

m
mtkt

d

m
mk

d

m
mk uuu

2
,1

2
32

2
21 )()(}( γτγτγτ L  

                     ++∑+∑
=′

′′
=′

′′ L
d

m
mjk

d

m
mjk uu

2
32

2
21 )()( γταγτα  

               ∑+∑+∑
=′

′′
=′

′′
=′

′′−
d

m
mkk

d

m
mkk

d

m
mjtkt uuu

2
32

2
21

2
,1 )()()( γτβγτβγτα  

                     +∑+∑++
=′

′′
=′

′′−
d

m
mjkk

d

m
mktkt uu

2
21

2
,1 )()( γτβαγτβL  

                      +∑++∑
=′

′′−
=′

′′
d

m
mjktkt

d

m
mjkk uu

2
,1

2
32 }(}( γτβαγτβα L  

                      .
2

,1
2

32
2

21 ∑ ∈++∑ ∈+∑ ∈
=′

′′−
=′

′′
=′

′′
d

m
mijktkt

d

m
mijkk

d

m
mijkk uuu L  

                                                                                                                                 (3.22) 

Because U*  is an orthogonal matrix (3.22) becomes: 
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because the components of ],,,[ 1,21 −′′′ tkkk uuu K sum to zero for each              k′ =1,…,p. 
 Now, form (3.18) and (2.1), we obtain : 
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kl ww

2
,1

2
,1 })()()({ γβατβτατ  

                    ++++++ ′′′′′′ 22 )()()()()({ ljljkllkljl γτατβαγττβτατ  

              ljl

t

l
kllijklijklk w ′′

=′
′−′′′′ +∑+∈++ )({})()(

2
),1(2222 τατγτβαγτβ  

                    333 )()()()()( lkljljkllk ′′′′′ +++++ γτβγτατβαγττβ  

                     lj

t

l
lkdlljk wlijk ′

=′
′′−−′′ +∑+′∈++ )({}3)(

2
),1()1(3 τατγτβα  

                     dlkdljljkdllk ′′′′′ +++++ )()()()()( γτβγτατβαγττβ  

                     .})( dlijkdljk ′′ ∈++ γτβα                                                               (3.26) 
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Because U* is an orthogonal matrix then the components of 
],,,[ )1()1(,21 −−′′′ dtkkk www K sum to zero for each k′=1,…,p. Then (3.26) becomes :  

})()()(){1[(
2 2

),1()1( mjkmkmjm

t

l

d

m
klmijklm twY ′′′′

=′ =′
′−′−′

∗ +++−∑ ∑= γβαγβγαγ  

+++++++ ′′′′′′′′ mljmlljklkljl )()()()()( γταγττβατβτατ  

            .])()( mlijkmljkmlk ′′′′′′ ∈++ γτβαγτβ                                                 (3.27)                                     

 Then from above analysis we test the following hypothesis : 
   .0: 2104 ====Η tτττ L  

   .0: 2105 ====Η dγγγ L  

   .0)()()(: 2106 ====Η jtjj τατατα L  

   .0)()()(: 2107 ====Η jdjj γαγαγα L  

   .0)()()(: 2108 ====Η ktkk τβτβτβ L  

   .0)()()(: 2109 ====Η kdkk γβγβγβ L  

   .0)()()(: 21010 ====Η jktjkjk τβατβατβα L  

   .0)()()(: 21011 ====Η jkdjkjk γβαγβαγβα L     

.0)()()(

)()()()()()(:

21

2222111211012

======

=======Η

tdtt

dd

γτγτγτ

γτγτγτγτγτγτ

LL

LL

   

.0)()()()(: 11211013 ======Η jtddjjj γταγταγταγτα LL                        

.0)()()()(: 11211014 ======Η ktddkkk γτβγτβγτβγτβ LL  

   .0)()()(: 1211015 ====Η jktdjkjk γτβαγτβαγτβα L  

  The ANOVA based on the set of transformed observations above , the [ *
2ijk

Y ,…, *
ijkp

Y ] 
provides the ANOVA for within-units effects. This leads to the following forms for the sum 
square terms : 

))(( *

2

* ′= ∑
=

l

t

l
lT YYnS  ,           (3.28) 
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where 

 ∑∑
==

=
b

k
jklmjk

a

j
l nYnY

1

*

1

* /    for each l= 2, …, t,         (3.29) 

and 

      ∑
=

=
jkn

i
jkjklmjklm nYY

1

** /    for each j= 1, …, a, and k = 1,…, b .        (3.30) 

))(( *

2

* ′= ∑
=

m

d

m
mD YYnS  ,          (3.31) 

where 

nYnY
a

j
m

b

k
jkm /

1 1
∑ ∑
=

∗

=

∗ =  for m=2,…, d         (3.32) 

( )( )′−−= ∗∗∗∗

= =
∑ ∑ ljklmljklm

d

m

a

j
jkAxT YYYYnS

2 1

, for each k=1,…,b      (3.33) 

′





 −





 −∑ ∑= ∗∗∗∗

= =
mjklmmjklm

d

m

a

j
jkAxD YYYYnS

2 1
, for each k=1,…,b     (3.34)    

( )( )′−−= ∗∗∗∗

= =
∑ ∑ ljklmljklm

t

l

b

k
jkBxT YYYYnS

2 1

, for each j=1,…,a      (3.35) 

( ) ( )′−−= ∗∗∗∗

= =
∑ ∑ mjklmmjklm

d

m

b

k
jkBxD YYYYnS

2 1

, for each j=1,…,a      (3.36) 

( )( )′−−= ∗∗∗∗

= ==
∑ ∑∑ ljklmljklm

t

l

a

j
jk

b

k
AxBxT YYYYnS

2 11

        (3.37) 

 

( )( )′−−= ∗∗∗∗

= ==
∑ ∑∑ mjklmmjklm

d

m

a

j
jk

b

k
AxBxD YYYYnS

2 11

        (3.38) 

( )( )′−−= ∗∗∗∗

= =
∑ ∑ lmjklmlmjklm

d

m

b

l
TxD YYYYnS

2 2

         (3.39) 

where 

nYnY
a

j
jklm

b

k
jklm /

1 1
∑ ∑

=

∗

=

∗ =  for each l=2,…,t,  and m=2,…,d              (3.40) 
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( )( )′−−= ∗∗∗∗

= ==
∑ ∑∑ lmjklmlmjklm

d

m

a

j
jk

t

l
AxTxD YYYYnS

2 12

        (3.41) 

( )( )′−−= ∗∗∗∗

= ==
∑ ∑∑ lmjklmlmjklm

d

m

b

k
jk

t

l
BxTxD YYYYnS

2 12

        (3.42) 

( )( )′−−= ∗∗∗∗

= = = =
∑ ∑∑∑ lmjklmlmjklm

d

m

t

l

b

k

d

j
jkAxBxTxD YYYYnS

2 2 1 1
       (3.43) 

( )( )′−−= ∗∗∗∗

= = = = =
∑ ∑ ∑ ∑ ∑ lmjklmlmijklm

d

m

t

l

b

k

a

j

jkn

i
jkE YYYYnS

2 2 1 1 1

                 (3.44) 

 Then from above sum square terms, we have: 

  (1)  ),1(~ ∈Σ−tWS rT  . 

  (2)   ),1(~ ∈Σ−dWS rD   . 

  (3)   .)),1()1((~ ∈× Σ−− atWS rTA  

  (4)   .)),1()1((~ ∈× Σ−− adWS rDA  

  (5)   .)),1()1((~ ∈× Σ−− btWS rTB  

  (6)   .)),1()1((~ ∈× Σ−− bdWS rDB  

  (7)   .)),1()1()1((~ ∈×× Σ−−− abtWS rTBA  

   (8)  .)),1()1()1((~ ∈×× Σ−−− abdWS rDBA  

   (9)   .)),1()1((~ ∈× Σ−− tdWS rDT  

   (10)  .)),1()1()1((~ ∈×× Σ−−− atdWS rDTA  

   (11) .)),1()1()1((~ ∈×× Σ−−− btdWS rDTB  

    (12) .)),1()1()1()1((~ ∈××× Σ−−−− abtdWS rDTBA  

    (13) ,)),()1()1((~ ∈Σ−−− abntdWS rE  
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   Let  ,4 TSS = ,5 DSS =  ,6 TASS ×=  ,7 DASS ×=  ,8 TBSS ×=   DBSS ×=9 , 

TBASS ××=10 , DBASS ××=11 , DTSS ×=12 , DTASS ××=13  

DTBSS ××=14 , DTBASS ×××=15 . 

Then the test statistics are summarized as follows :  
First : The multivariate Wilks test (Wilks, 1932) [10]: 

  
kE

E
W SS

S
T

+
=  , when k0Η  is true, for 15,,4 K=k .               (3.45) 

Second : The Lawley – Hotelling trace (Lawley, 1938; Hotelling, 1947) [5,4]: 

   )( 1−= EkLH SStraceT , when k0Η  is true, for 15,,4 K=k .    (3.46) 

Third : The Bartlett-Nanda-Pillai trace (Bartlett, 1939; Nanda, 1950; Pillai, 1955) [2,6,7]: 

     })({ 111 −−− +Ι= EkEkBNP SSSStraceT , when k0Η  is true, for      

      15,,4 K=k .                                                                                (3.47) 

Forth: Roy’s Union-Intersection (UI) test or largest root (Ray, 1953):[8]: 

      =RT  largest characteristics root of )( 1−
Ek SS , when k0Η  is    

      true, for 15,,4 K=k .                                                                  (3.48) 

 

4. Conclusions 
  The ANOVA based on the first set of transformed observations provides the ANOVA for 

the between-units effects, while the ANOVA based on the set of transformed observations the  
*

1mijk
Y ’s for each tl ,,2 K= , and dm ,,2 K=  provides the ANOVA for within-units 
effects. The hypotheses for the between-units effects, within-units effects, and the interaction 
between them are tested. The multivariate Wilks test, Lawley – Hotelling trace test, Bartlett-
Nanda-Pillai trace test, and Roy’s Union-Intersection (UI) test are obtained. 
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  المتكررة المتعدد المتغيرات الطرفين للقياسات  ينموذج تحليل التباين ذ

  
  2جـواد مـحـمـود جـاسـم        and       1عـبد الـحـسـيـن صـبـر الـمـويـل

 
 

ــات  -1 ــاضـي  الـبـصـرةجـامـعـة  - كـلـيـة الـتـربـيـة –قـسـم الـري
  

ــات ق  -2 ــاضـي  جـامـعـة الـبـصـرة - كـلـيـة الـعـلـوم –ـسـم الـري
  
  

  

  

  

  المستخلص
حـالــة فــي  الطـرفين للقياسـات المتكـررة المتعـدد المتغيـرات للبيانـات الكاملـة  ذي تمت دراسة نموذج تحليل التباين   

الـمـتـعـلـقــة بـالـعـوامــل ـد أعـطـيــت الاخـتـبــارات الإحصـائية لـمـخـتـلــف الـفـرضـيــات لـقـ  .الـمـتـعـددة الـمـتـغـيـراتمـتـغـيـرات الاستجابة 
    .بـيـنـهـمـاالـوحـدات و الـتـفـاعـل  داخـلبـيـن الـوحـدات و الـعـوامـل 
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