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Abstract
In this paper we investigate dsymptotic stability of an equilibrium solution of
the differential algebraic equations (DAES)
T o= flry. A
0 = [r{E T Al

effected by the Lyapunov-Schimdt reduction. Themwainclusion of this paper is that, under

the hypothesis
rank I gixg, Un. Ag) = ™ 1

the stability or instability of an equilibrium sdion (xo, Yo, A,) of the DAEs is determined by
the sign of DG where G is the reduced function obtained by the Laipunoku@dt
reduction.

Keywords: Differential algebraic equations, asymptotic gigb

1- Introduction
Consider the DAEs

o= flxoy, A P
0 = glry. A (L.1)
where (f,g):R x R" xR" - R” xR™ are C. Define the following related sets:
M=l{r,yg A c B" «R" «R": glr.y. A) =0}, (1.2
and the set
E=M\S, (1.3)

whereS s defined by
S={lmy A e Moirank Dgle, gy A)=m 1L i1.4)

Let (xo, Yo, 4,)J M such that((xo, Yo,4,) = 0. If rank Qg(xo, Yo,4,) = m then Xo, yo,4,)J E

and it is just a non-degenerate equilibrium poiime degenerate equilibrium points belong to
the singular surfac8that is the points which satisfy the rank condition
rank Dygla, g, A) = m — 1.

Since the constraint equation in the DAEs (1.13imgular at singular poinixg, Yo, 4,), the
solution may bifurcate at that point, there mayimpasse for which the solution does not
exist near that point, or the solution is well defi through the singularity. Our study
includes the stability of degenerate equilibriuning® (xo, Yo, 4,) U S of the DAEs for which
the solution near that point exists and well i§irgel. This case is called the stability of
singularity induced bifurcation point (SIB) [5].ei. the equilibrium point on the singular
surfaceS. Let (xo, Yo, 4,) LU M be an equilibrium point fod = 0, i.e.f (X,, Y,,0) = 0, and that
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rank £, g0y, 4y, 0) = m — 1. (1.5)
The assumption (1.5) states that zero is an eaeewf Qg(Xo, Yo, 4,). The linearization of

the DAEs (1.1) results in the DAEs given by
Af+Bi =0 (1.6)

1 I []) " 1, f" “?-'..'"”)
: 0o )" Dy Dyg" J-

# #

where

Where the script "0" indicates evaluation at thaildyium point (0, 0, 0). Then because of
the rank condition (1.5) the matrix pench,{B} has an eigenvalue with zero real part.

It is well known that the linearization (1.6) dfet DAEs (1.1) yields no information about
asymptotic stability if at least an eigenvalueled matrix pencil f, B} has zero real part. We

claim to reduce the DAEs (1.1) to corresponding BAEith lower dimension by using

Lyapunov-Schmidt reduction. Then we may associath slegenerate equilibrium solution
of (1.1) with solution of the reduced DAEs

T

F(z, 4, 3 L
0 G (1.7)

r,y, A

where (F,G):Rx RxR" - R" xR is the reduced DAEs obtained by Lyapunov-Schmidt
reduction process. Next is to prove under the Hyg®is (1.5) the stability or instability of
these equilibrium solutions of (1.1) is determiridthe sign of PG, the Jacobian of the
reduced function (1.7) with respectyto
For the proof of our result (Theorem 5.2), wi# follow the proof procedure used in [3]

for similarly alternative treatments of the stapibf solutions of ODEs. So our result here
can be considered as an extension of result [BiARs. We emphasise here the result which
we obtained that can be applied only to the DEA%)(in casLIR, yLIR", A U R". For the
casex[JR" Theorem 5.1 can't be applied because for detargithe asymptotic stability the
theorem depends on the sign of the JacoGiaof the reduced functiois(x,y, A ) and wherx
R" there is no meaning of the sign of the mat@x However the result of this paper can be
generalized to the caseLIR", yLUUR", AR" when it is applied to the index-2 Hesenberg
DAEs:

T o= flry. A

0 = glx A

where :R"xR™xR" -, R” and g:R"xR" = R" are C with rank condition, ran® g =n-1.

Also the result can be applied to the index-3 Hbeem DAES:
o= flroy. A
Elroy. 2z, A)
gl A)

wherefR"x R" xR _R"and kR"x R"x R*x R L R™"gR"x R - R" are C with
rank condition ranb,g=n-1.

This paper is organized as follows: In Sect? we review the theory of asymptotic
stability for DAEs. The Lyapunov-Schmidt reductiprocedure for DAEs is introduced in
Section 3. The equivalence behavior between the Dt its reduced DAEs is given in
Section 4. Section 5 isdevoted for the main teBag¢orem 5.2 and we formulated the proof
of this theorem.
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2- Asymptotic stability theory of DAEs
In this section the review of asymptotilslity theory will be given. For convenient the
parametersi will be dropped in the differential-algebraic etjoa.

Consider the DAEs (1.1) and suppose thatyp) LISis an equilibrium solution of the DAES
on the singular surface, i.e. the following coratis are satisfied:

(]

i (2.1}
m — 1

Flra. o)
ilra, i)
rank g, o, vo)

The definition of Lyapunov stability of the equilibm solution &, yo) LI Sof the DAEs
(1.1) is stated in the following definition:

Definition 2.1:

The equilibrium solution, yo) LI Sof the DAEs (1.1) is stable iff for any > O there
exists ad > 0 such that if |[x(0), y(0)) - X, Yo) || <J, O(X0, Yo) [0 E then |Jk(t),y(t))-(xo,
yo)ll < &, O(x(),y(t) L E, Ot UR,. The equilibrium solutionxg, yo) of the DAEs (1.1) is
asymptotically stable if it is stable ar!dm||(x(t), yO)|| = &o, Yo)-

The definition of asymptotic stability in termsthe eigenvalues is called linear stability as
given in the following definition:

Definition 2.2:
The equilibrium pointxg, yo)LI E is linearly stable if every eigenvalue of the matr
penci{A, B}has a negative real part, linearly unstable ileaist one eigenvalue has positive

real part, where
1 — .|II |.| ) B f}_,-l,lrlg.l'll. i) -'l-]bl.ll:':.r'n. -'.|'||I . IE_}J
’ U, Do yn)  Dyglr, yo) '

It is well known that it is asymptotically stabfet is linearly stable and that is unstabletif i
is linearly unstable [2]. Now i), yo) LIS then every eigenvalue o¥ B}lhas a negative real
part but at least one real part vanishes, theaither linearly stable nor linearly unstable.

In this situation there is no simple test feymaptotic stability even in using the test of
Lyapunov function. So the theory of asymptotic Bitgtimentioned above is not complete.

3-Lyapunov-Schmidt reduction for the DAEs

Consider the DAE (1.1) and assume thaethélibrium point is (0,0) ford = 0 such
that the conditions (2.1) are satisfied. Letg®,0) =B then from conditions (2.1}) we have
rank®)(0,0,0) = m-1. Choose complements vector sp&tesnd N to keB and rangB
respectively. Then

R" —ler B o H, (3.1)

B™ =N range s, (3.2
Then we conclude that dird = {m-1} and dimN = 1.Define the projection&: R" -
range8 and the complementary projectibie: R™ — N such that the DAEs (1.1) expanded to
an equivalent pairs of equations

i Tlxoy, A,

Fglr.y Al = M, (33)

and
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i = flzy. A, P
i — Fglr.y. A) = M. (3.4)
Because of this splitting any vectpt]IR™ can be decomposed in the foyrs v+w, wherev
LI kerB andw LI H. Then the equation (3.3) can be written as
i.

: Tl v +w, A),
f','_r}l:_l'_ v+, A (

L.

(3.5)

Then in (3.5) the second equation can be cormides a map: R" x kerB x H xR' -
rangeB, where
Plr, v w, A = Fglr, v+ w, A).

(r‘}f-_'lr.lll:.l'. v+ .'-".)\fn) _ B
ihi (0,000 -

SinceE act as the identity map on raiyso

dEg(z, v 4w, Ju)
(% -

A0

Now we have

and since
BN - range B
has a full rank at (0,0,0), it follows from the piicit function theorem that the second
equation of (3.3) can be solved uniquely fonear (0,0,0), i.ew = W(x,v, 1), where W:R"
x kerB xR' - M satisfies

Foglo,v+ Wiz, v, ), A) =0, W(0,0,0) =0. 13.6)
From the second equation of (3.5) and from DAE)(u& get the reduced DAEs:
P o= Flz,v, X, 3.7
0 = Gizv A Al
where F,G):R" x kerlB xR" - R" x N defined by:
Glr,voN) =00 — Fgle, v+ Wiz v, ALA), Floov, A) = flooe+ Wiz v, M) A) (3.8)

Remark 1.

The reduced DAEs equation (3.7) has all the infdionawe need from the Lyapunov-
Schmidt. The only disadvantage that it maps theors&ccomponent y between one-
dimensional subspaces of' R

Remark 2.

The zeros of (3.7) are in one to one correspongitigthe zeros of (1.1) and equation
G(x, v,A) = 0 is the bifurcation equation. .
To see this choose explicit coordinate onRexnd N. For this purpose assumand ¢ be
none-zero vectors in k& and (rangeB) " respectively. Then the vectot] ker B can be
uniquely written in the formr = wp wherey UR. DefineG: R x R" xR" . R by:

Glzoyg. X) = (v, Gla, yoe, X))
where G is the reduced equation (3.7). It is easy to show (Eléx, v,A) = 0 iff
G(X, y,,4) =0. So the zeros o6 are in one-to-one correspondence with the solsitain
g% y, A) = 0. Then the functiol can be written in terms of the original DAEs (1kd)
using (3.8), i.e,
Glr, g, A) = (v, gla, yvg + Wz, yua. A), X)) (3.9

The functionG is the reduced function to the constraint equagjom the DAEs (1.1) in a
new change of coordinates. Also the relation betw& and G is that G s just a
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representation of G in new coordinates. Henceréldeiced DAEs in new coordinate are
given by

o= Flz, A .
0 = Gz A). (3.10)

where F,G:R x R"xR" - R" suchthatF defined by
Fa, g, X)) = flz, yva+ Wiz gra, A), ) (3.11)

and G as defined in (3.9). As we mentioned abové(x, y,A) =0 iff
G(X, Wy, A) = (I —E)g(Xx, yv, +W(X, W,,4),4) =0. Thus we have

G (r o yvg, A) = (T — F)D, gl yog + Wiz, yog, A), Alvg + W)
On evaluating at (0,0,0) we have

G (0,0,0) = (I — E)S{vg + W (0,0,0)).
Since (-E) B =0 soG, (000) =0. By a similar way we géy (000) =0. This means that
the reduced DAEs have a singularity at (0,0,0).

4- Equivalence of the stability behavior of the DAENd the reduced DAESs

In This section we shall show the equivedebetween the stability problem for the
DAEs (1.1) and the reduced DAEs (3.7). This will performed by showing that the
linearization of the DAEs (1.1) has the same eig&res of the linearization of the reduced

DAEs (3.7).
Consider the reduced DAEs (3.7) and define thewoilg corresponding set:
M=y A e B B« B Gl y, A) =01, (4.1}
and the set
E=M\S, (4.2)
where
S =l A) o M:Gylzy. A) =0}, (4.3)
Remark 3.

The relation between those sets and the sets defined in (1.1), (1.2})and (1.3)is
. 'L-T M C': E: -.“-: 5.
Remark 4.
The manifoldM is (n+1)-dimensional manifold and will be consekias the reduced

manifold of M, whereas fd will be considered as the singular surface foréukiced DAES
(3.7). In other words, the (n+m)-singular surf&ces reduced to the (n+1)-singular surface
S by Lyapunov-Schmidt reduction process. Sing@(®,0) = 0 so the singulgvoint (0,0,0)
belongsto S.

Let (0,0,0) be an equilibrium point of the DA@S1) then as we have shown in Section 3 it
is also an equilibrium point of the reduced DAES{30ur purpose is to study the stability
of the degenerate equilibrium point (0,089f the DEAs (1.1}) which is associated with the
solution of the reduced DAEs (3.7}). To study #tability problem of the solution we need
to analyze the linearization of the system aboatuilibrium point. The linearization of the
reduced DAEs (3.7) about the equilibrium point is

AZ + Bx =10, (4.4)

J-'= ( i II) g _ ( ”_..f-'” 1”;,.!'.“ )
’ ooy 0.G" DGt

A

where
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where the script "0" indicates evaluation at e¢lg@ilibrium point. The linearization of the
DAEs (1.1) about (0, 0, 0) is:

Af 4+ Br =10, (4.5)
where

(] []) n [ Dt H:-,.I'")
TR0 0 )T T D Dy )

Lemma 4.1 Consider the DAEs (1.1}) and its correspondmmpced DAEs (3.7). Assume

the rank condition rang,g =m1l is satisfied. Then the penC|IsA{, B} is singular.
Proof

Since the matricea is already singular so it suffices to prove the-smgularly of the
matrix B at (0, 0, 0). For the matri® consider

D" D" ) Y\ _
|'I;|_|-{:“ J”:IIII:-:II ) m =

T (DG DGy,
Y (D, Fy = Dty

Since ranB,g° = m-1 by the assumption and recall thaEj B = O,WyO: 0 we have
DG = (T — EN)B(vg+ W) =0,

Solving forx andy we ge

Then we have =y = 0 which implies the non-singularly of the matBix

From Lemma 4.1 we conclude that the per{oﬁ, B} has also zero eigenvalue as the
pencif A,B}has. The difference is that the eigenvalues ofptmecil { A,B}$ satisfies the
characteristic polynomial {de#(A+ B)} = 0 such that degree{det(A+ B)} = n+m,
whereas the eigenvalues of the pe{n&jl@} satisfies the characteristic polynomial

{detaA+ B} 0 such that degn{det(/lA+ B} n+1. Hence the penci{ A B Ijas 6+m)
eigenvalues such that the zero eigenvalue is dugagorank condition ramkg® = m-1.
Consequently The pen{:A B has (+1) eigenvalues such thatnone zero eigenvalue and
one zero eigenvalue due Em,GO = 0. For the index of the reduced DAEs (3.7) in the
following lemma we shall see that the Lyapunov-8utii reduction does not reduce the
index of the DAEs (1.1), i.e. the index of the DABsnvariant under the Lyapunov-Schimdt
reduction process.
Lemma 4.2
If the DAESs (1.1) is of indexten the reduced DAEs (3.7) obtained by
Lyapunov-Schmidt reduction is of index 1 also.
Proof
Assume the DAEs (1.1) is of index 1. Diffiefiate the constraint equatiar(x,y,A)= 0
with respect td we get
Degla oy, A) floey, A+ Dygleoy, Mg = 1. (4.6)
According to the definition of the index concepltite DAEs (1.1) will be of index 1 iff
(4.6) solved fory to get the corresponding ODEs,
T = Flay, A

i = (Dyglx g, A~ Lp, gy, Ay A) (4.7)
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which defined on the manifoldM. The ODEs (4.7) is well defined oM iff
{D,a(x y,A)} "exist at every poir(ix, y,A) OM . Now for the reduced DAEs (3.7) will be of

index 1 iff the correspondlng ODEs,
T = Fir, gy, X
= (D, y AT DG,y N F (xoy, A)

of index 1 wherd= andG as defined in (3.8). We have shown in Sectio®(X,y,A is )
singular if g(x,y, A )is singular. Then we conclude that the reduced D@ES is of index 1
also.

(4.8)

5- Asymptotic Stability of the Degenerate Equilibm Point Via Reduced
DAEs

In this section we state the main resultorem 5.2, which determines the asymptotic
stability of the DAEs (1.1). Letx{, Yo,0) be an equilibrium point of the DAEs (1.1) andttB
=m1 whereB = Dyg(xo, Yo, 0). Since B is singular so the equilibrium solution of (1.1)a
y,A) = (X, Yo, 0) will bifurcate into several equilibrium solatis whem # 0 In Section 3
we used Lyapunov-Schmidt reduction to associaté sufarcated equilibrium solutions of
(1.1) with solutions of a scalar DAEs (3.10) (tlealar here iy component). In this section
the main result Theorem 5.2 states that underattie condition, ranB = m-1 the stability or
instability of such bifurcated equnlbrlum solut®of (1.1) is determined by the sign ny

the Jacobian o6 with respect ty whereG s the reduced constraint equation (3.9).
Assume the eigenvalugs , i = 1,2,...m of the matrix B satisfy

gy = 0, Rep; = 0, foré =2, ..., m. (5.1
(5.1) means rartk= m-1. The equilibrium solutionxg, yo,A) of (1.1) will be asymptotically
stable if all the eigenvalues @& have negative real part; and unstable if at least one
eigenvalue has positive real part. Now fgyy,A) near (0,0,0) the eigenvalues Dfg(x,
y,A) will be close to those ob,g(0,0,0). However the eigenvalues DB§g(0,0,0) satisfy
(5.1), so the lash-1 eigenvalues will be bounded away from the imagiraatis on an
appropriately small neighborhood of (0,0,0) and couldcaoise(x, y,A )to be an unstable
equilibrium point of (1.1). In contrast, the first eny@alue (which we denoted by(x,y,A )

will be close to zero and might cause such instabllityact an equilibrium solutiorx(y, 1)
is linearly stable or unstable according¢x, y,A is)negative or positive respectively. We

claim to prove that the reduced constraint func@(x, y,A) obtained from the Lyapunov-
Schmidt reduction process has the same sigm(asy, A ).
Before giving the main result the following lemma willdsgeful in the proof.
Lemma4.1.
Leg:¢y ,R" ~ R be C-maps defined on a neighborhood of zero which is

vanish at zero. Assume that
.yl =10 syl =10,
(5.2)
b ea(0) £ 0, W) =0,

wherellindicates gradient. Thea (y) = ¢ (y)/¢/ (y) is C*-map and non-vanishing on some
neighborhood of the origin. Moreovegng (0) = sgn{0g(0), D¢ (0)).

proof , see(3]

Now The following theorem is the main result whichealmines the asymptotic stability of
the eguilibrium solution of (1.1).

40
PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



Kamal H. Yasir

Theorem 5.2.

LetAX + BX = 0 be the linearization of DAEs (1.1) and assume efggnvalues
of B satisfy (5.1). Let (3.10) be the reduced DAEs atetdiby Lyapunov-Schmidt reduction
process. Then the equilibrium solution of the DAE4L) corresponding to solutiow, (y, A)

of reduced DAEs (3.10) is asymptotically stable @& (x,y,4)<0 and unstable if

éy(x, y,A)>0 whereé(x, y,A) =0 is the reduced constraint equation defined in)(3.9

Proof.
The proof of Theorem 5.2 according to Lemhiarequires showing that the quotient
plr M) Gyla, M) (5.3)
defines a smooth map which is positive near thgimrHere 1(x, y, A )is the first eigenvalue
of D,a(x y,4) .
First in order to prove that(x,y,A i9 a smooth function of andl, we assume that entries
of D,g(x,y,4) vary smoothly withy and A and that the eigenvalues of a matrix vary
smoothly with its entries. So the first eigenvalugx, y,A) is a smooth function of and A
thus the first condition of Lemma 4.1 is satisfi@®ecall that the equilibrium point of (1.1)
corresponding to a solution of 3.10) is asymptdliycatable or unstable according as
H(X,Q,A) is positive or negative whe€¥X,y,A) = yv, +W(X, y,,4), voLI ker B. For
verifying the second condition of the lemma, iceptove
Gylrp, M) =0 plr. Q0 =0 (5.4)
Assumeéy(x, y,A) =0, for somdx,y,A JIRxR"xR" .Rewrite the equations (3.6) and
(3.9) as
Falr, 0, A) =10, 15.5)
Glay. X) = (vf, gz, 2 A)). (5.6)
Differentiating (5.5) and (5.6) we get

FoDglr, 0L A0, =10, (5.7)

[y |
=TI

o
[w ]

vy Dyl 000 = 0. (5.8)
Recall from Lyapunov-Schmidt reduction process:that [] R" xR™ then

=0 (v, n) =0and Fu=10. (5.9)
Then applying (5.9) to (5.7) and (5.8) we Bey(x,Q,4).Q, = 0. This means that zero is an
eigenvalue ofDyg(x,Q,1) corresponding to the eigenvect6r, and since all the other
eigenvalues oDyg(x,Q,A) are bounded away from zero we conclude thgk,Q,4) = 0.
For the second condition of Lemma 5.1 we need toveprthat DDyé(x,Q,)I) z 0

anddu(x,Q,A) # O For these purposes we will use indirect praefan extra parametg?
will be added to the DAEs (1.1) then we get:
o= flry A 8)
0 = glr,y A G)
whereF(x, v, A B) = (X y,A.,8),9(x,¥,A4,8) =9(xY,A., B) + By. The DAEs (5.10) will be
considered as the unfolding DAESs to the DAEs (bédause foi3 = @Ghe DAEs
(5.10) is equal to the DAEs (1.1). Defing(x,y,A,8 \mu} to be the eigenvalue of
D,d(x y,4,8) which is close to zero. Then applying the LyapuSehmidt rewduction to

the unfolding DAEs (5.10) we get a reduced DAEs

(5.10)

4
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T o= Filroy A G3)
0 = Gle.y A 3)

where F(x,y,A,8) = f(x Q% ¥, 4, 8),A,8),G(x ¥4, B) = (v, §(x Q(x, Y., B), A, B))

and ﬁ(x, Y, A, B) = W, +W(X, W,,A,[). It is easy to show that the reduced DAEs (5.81) i
unfolding to the reduced DAEs (3.10). By a similaxy above we can show that

(5.11)

DyGla,y, A ) =10 f(x, (LA, 3) = 0.
Now to show that th&lD,G (000) # 0 and x (00,0) #0 we have
Dy(G)(0,0,0,0) = (wox, Dy(dg)vn — DPgon. B EDgg).

Since D4g (0000) =0 and D, (g,) -Vo = Vo' SO We have
Dy(G)(0,0,0.0) = (v, va).
Recall thaty [] ker B and nonzero vectaf, LI (rangeB)" . Hence{v;,vo> # 0 and we can
choose the vectors andv, such thafv;,v,) > 0. Then this prove that
D G)0,0,0,0) =0,
Next to check thelz (0,00,0) we have from Lyapunov-Schmidt reduction proceas th
Egle, Qe oy A 8),A.8) =0, (5.12)
where ﬁ(x, y,A,) is obtained by solving fof by implicit function theorem. Hence
Q is unique and sincg (000,8) = 6o we have
0(0,0,0,8) = 0. (5.13)
From (5.10) we have
D0, 0,0, 3l = B + Fvg = Fin. (5.14)
Thusg is an eigenvalue o, g (0,00, ) with eigenvectov,. Since the other eigenvalues of
D,g (000, 5) are bounded away from zero so we have

p0.0.0.8) =34 (5.15)
Then from (5.13) and (5.15) we conclude that
a0, 0 8) = 4. (5.16)

By differentiating (5.16) we have
%;‘a{[:u.z'z. 0,0) =1.
Hence the second condition of Lemma 5.1 is satisfiben we have
iz, A7)
H:.,f-![.l'. TR
is a C” and non-vanishing on some neighborhood of therordoreover we have

2 (0,0,0,0)

(5.17)

—_— =0 (5.18)
1,6 5(0,0,0,0)

Then this prove that the quotieﬂ(x,ﬁ,/],ﬂ) and Dyé(x, y,A,5) has the same sign. The
proof of Theorem 5.2 will follow on setting = i@ (5.17).
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x=f(x,y,A4)
0=g(x,y,4) ,xOR",yOR"

. (Lyapunov Schmdit Reduction gaéll cagpld 45k aladiul dauls

Lt yna (e odled ddalaall (Xg, Yo, Ag) cli) s i i are s Ayl 4l oo il )l dagil
Cigisld Al G Lgle Jguandl oS Al dialidl Al (4 G G DG ddghiadl 5] A8y
playd Caaly Candl J3a 8 deddiuadl

rank D, g(X,, Yo, 4,) =m-1
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