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Abstract

This paper proposes a technique for recognizinigtised Arabic characters using neural networks. This
technique consists of three parts: body classiiemplementary classifier, and aggregate classiliee
body classifier is designed to recognize the maistylof the unknown character. Hopfield networksgdiin
this part to enhance the unknown character andetorigl of noise and associated complementary.
Furthermore, it uses a backpropagation networketmgnize the main body of the enhanced unknown
character. The complementary classifier recogrilzesyumber of dots or zigzag that are associattu tive
body of character and their position. The aggregédssifier combines the results of the previous tw
classifiers and classifies the whole unknown chara@ds a result of dividing the recognition progesto
three parts the number of patterns required taebegnized in each part has been reduced as wsflezsis
up the learning of neural network and increasesrétegnition rate. The proposed technique has been
implemented and shown a reasonable recognition rate

Keywords: - Neural Networks, Backpropagation Network, Hopfidigtwork, Character Recognition,
Arabic Character Recognition, Pattern Recognition.

1. Introduction

One of the important aspects of automat®n returns the stored pattern when the input of the
Optical Character Recognition (OCR). OCR is thanetwork is the same as the stored one even ifat is
process of translating the graphical document anto noisy version of the stored pattern [15, 16].
textual one. Despite of the large number ofn this paper, the Hopfield network is used for
researches that have been done in this field, ieereeliminating noise and enhancing the body of the
no obvious mathematical function that couldunknown character.
perform this translation [1, 2]. ConsiderableThe backpropagation network (BPN) is a multilayer
attention has been paid to Latin and Chineseeural network trained by backpropagation of errors
character recognition, while Arabic characterlgorithm. It is simply a gradient descent methad t
recognition is still limited in spite of the challge minimize the total squared error of the output
due to the difficulties of these characters [$,46]. computed by the network. The training of a network
From the character recognition point of view, the by backpropagation involves three phases. These
Arabic character recognition is a large problem [6] phases are feed forward of the input training patte
This problem arises from the characteristics of backpropagation of the error of this pattern, and
Arabic characters and the way these characters araipdating the weights. After training, the netwask i
connected and written [7]. Many researches have applied by using the feed forward phase of the
been done on the Arabic characters [8, 9, 10, 2,1, 1training algorithm [15,16,17].
13], some of them have used neural networks [4, A multilayer neural network trained by

14]. backpropagation is used in this paper to recognize
This paper uses two neural networks to recognizée main body of the unknown character.This paper
the Arabic characters: Hopfield andis organized in four parts. First, the Arabic

backpropagation networks. The Hopfield network isharacters are analyzed and the main problems of
a recurrence autoassociative network that worles aghese characters are presented. Second, the
memory that can store patterns. It is a singlerlayelassification technique and the classifier
network with fully connected neurons. This networkorganization are explained. Third, result and
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performance of the proposed technique arbackpropagation network will be callédaditional
compared with a backpropagation network that ibackpropagation network). Finally, a general
trained to recognize the Arabic characters (thisonclusion terminates the paper.

2. Problems of Arabic Characters

Arabic writing and Arabic characters have snanpatterns [3]. Figure (1) shows the Arabic character
features that make the Arabic character recognitigmatterns (each table cell contains one charactér wi
system different from the recognition systems fodifferent shapes).
other languages such as Latin and Chinese. Aralic Most of Arabic characters (17 of 29) have a
words are written from right to left in a cursivecharacter complementary that is associated with the
script in both handwritten and typewrittenbody of the character. This complementary may be
[3,4,5,6,18]. Also, Arabic characters have manw dot, two dots, three dots, or zigzag (in Arabis i
characteristics that complicate the recognition ofalled hamza). It can be above the characteg)(
such characters. Some of these characteristics delow (), or inside the charactet)([6].
listed below: 3. There are many groups of characters that
1. Arabic alphabet consists of 29 charactershave the same body, but they are distinguished by
The shape of most of these characters is a functitime number of dotsi( =« =), the position of dots £
of their positions within the word, where eachz¢), or whether it is a dot or a zigzag £) [6].
character can have up to four different forms that
increase the number of patterns from 29 to about 60
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Figure (1): Arabic Character Patterns

There are two major problems in Arabiczigzag has a specific shape. Therefore, any
characters that are regarded in this paper. Thesmnsiderable noise may influence the recognition
problems are: system since the noise may be considered as
1. The similarity among each group of different  complementary of the character.
characters. It is the most important problem in Thus, the noise removing process requires a high
Arabic character recognition system. This problemattention to avoid removing the complementary.
makes the recognition system unable to absolutely. The large number of patterns of Arabic
decide what character is under recognition. Thigharacters. This problem is due to the multiform of
problem is due to the character's complementargach character depending on the character position
structures. The dot has no specific shape and€an Rithin a word. This problem causes a large number

regarded as a spot of few pixels. The size of thigf classes that complicate the recognition system.
spot determines the number of dots. Whereas the

3.The Proposed Technique

In order to solve the above problems, thisepap classifier, and aggregate classifier.  This
proposes a recognition technique that is dividedrganization reduces the large number of patterns
into three parts: body classifier, complementaryinto 33 patterns, as well as, minimizing the
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similarity among the patterns of different pared and centered in a 400x200 matrix of binary
characters. Figure (2) shows the body of charactervalues. This matrix translated later to a vector of
In training process, the prototypes of Arabic800. The unknown pattern is also manipulated in
characters are manipulated properly to fit thethe same way.

networks training operations. The prototype is
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Figure (2): Main Body of Arabic Characters

3.1 Body Classifier

This part is designed to classify the main bodyhis part classifies the main body through two
of the unknown character regardless of the dots stages. Figure (3) depicts the objective of this
zigzag. In addition, it is responsible of removihg classifier.
noise and enhancing the main body of the character.

Body @
Classifier
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Figure (3): Body Classifier

3.1.1First Stage

This stage enhances the unknown character amelirons which is similar to the size of the pragpety
removes the noise and character complementary thattors. The Hopfield retrieves the stored pattérn
is associated with the body of the character. i& ththe submitted pattern is similar to the stored one.
stage we use a Hopfield network. To enable thighus, this network will consider the character
network of removing the noise and enhancing thmplementary as a noise and the output of the
body of the character, we store the body of Arabiwetwork will be the stored body that is similarthe
characters within it. The network consists of 80Body of the unknown character.

3.1.2 Second Stage

This stage receives the output of the Hopfielhyer, one hidden layer, and the output layer. The
network (main body) as an input and outputs theput and hidden layers contains 800 neurons
class that the unknown pattern belongs to. Thigestawhereas the output layer contains 33 neurons. Each
uses a backpropagation network that is trained meuron of the input layer represent a of the output
classify the main body of Arabic characters. Thikyer refers to a specific class.
network is trained to recognize the body of Arabic
characters. It is composed of three layers; input

3.2 Complementary Classifier
This part is responsible of recognizing theetermine the number of dots, position, and whether
complementary of the unknown character. It has tbey are dots or zigzag. As it is mentioned abtwe,

B4
-—

PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



Volume 34, number 4 Jour nal Basrah Resear ches (Sciences) 15 August 2008

zigzag has a certain shape, whereas the dots lmavél'he mask is a matrix of binary values. The proposed
certain shape. Thus, the dots and their numbebeansystem has four masks that take the shape of dne do
recognized by their size. two dots, three dots, or the zigzag. Through these
In this paper, the complementary is recognizedgusimasks, we search about the complementary within
a mask that is passed along the unknown characthe unknown character.

3.3 Aggregate Classifier

This part combines the results of the twegharacters and the complementary that is attaahed t
previous parts and produces the class that tlieThe output of this part is class that the unkno
unknown character belongs to. The inputs of thizharacter belongs to. Figure (4) shows the function
part are the class of the body of the unknowof this part.

Classifier

sse|n

Arejuawajdwo)d
A

Main
Body{{:}
Figure (4): Aggregate Classifier

4 Results
The proposed technique has been implemented The number of epochs that are required to train
and tested along with a traditional backpropagatiadghe BPN of the proposed technique is much less than
network. The proposed technique has proved a goibe required epochs to train the traditional
behavior on two criteria: backpropagation network as shown in the figure (5).
1. Network Training

p— Traditional Backpropagatioh
—— Proposed Technique
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Figure (5): Training Time
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has shown a high sensitivity to the noise due & th

For both of the proposed technique and themilarity among groups of Arabic characters. Fegur
traditional backpropagation network, the recognitio(6) shows the relation between the noise rate lamd t
rate depends on the noise rate in the unknowecognition rate for both proposed system and
pattern. But, the traditional backpropagation nekwo traditional BPN.
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Figure (6): Recognition rate against noiserate

4. Conclusion

It is obvious that the large number of epochs fmomplementary of characters that discriminate the
training the traditional backpropagation network ndlifferent characters with the same body from each
only because the large number of patterns, but alsihers. Thus, when the backpropagation network
because of the similarity among groups of differemonsiders the noise as a complementary,
characters. To enable the network of discriminatingisrecognition will occur. The organization of the
the similar classes, the network has to take aelargroposed technique and isolation of the
number of epochs, as shown in figure (5). complementary classifier overcome the problem of
Furthermore, the traditional backpropagatiothe overlapping between noise and complementary.
network is very sensitive to the noise as shown in
figure (6). This sensitivity is because of the
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