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Abstract:

In this paper, bifurcation analysis of thebicunonlinear system has been studied. It is
shown that there is a regular solution in some disnaf parameters of a given system, also
the Discriminant set of a certain system was fouffte existence and stability of periodic
solutions of the regularized Boussinesq system wieogvn
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1. Introduction:

It is known that many of the nonlinear
problems in mathematics and physics can
be written in the form of operator equation:

f(xA)=b x0OOX, bOY, AOR. ... (1.1)
in which f is a smooth Fredholm map of
index zero, X, Y Banach spaces ard
open subset oX. For these problems, we
can use method of reduction to finite
dimensional equation [1],

o(&A) =4, f0OM, BON, ..(1.2
where M and N are smooth finite
dimensional  manifolds.Passage  from
equation (1.1) into equation (1.2) (variant
locally scheme of Lyapunov —-Schmidt)
with the conditions, that equation (1.2) has
all the topological and analytical properties
of equation (1.1) ( multiplicity, bifurcation
diagram etc..) according to

[2],[6],[7],[8].In the theory of polynomials
and holomorphics maps [3] used the term
of Discriminant set which is similar to the
term used in the modern theory of
bifurcation. The study of bifurcation
solutions of equation (1.1) is equivalent to
the study the bifurcation solutions of
equation (1.2). In the method of finite

dimensional reduction it is necessary to
study the normal forms (Nonlinearities) to
find the bifurcation solutions of equation
(1.1) which is reduced into equation (1.2)
as in this paper.

Definition 1.1 A continuous linear
operator A: E — F , ( E, F are Banach
Spaces) is called Fredholm iff
dim (Ker A)<co, dim(CoKerA) <co.

The number

dim (Ker A) —dim (CoKerA)
Fredholm index of operatdt.

is called

Definition 1.2 The nonlinear mapf: Q
—F, whereQ is an open subset &, is

called Fredholm, if g—f(x) is a
X

Fredholm operators € Q . The index off

is the same index ofg—f(x) :
X

Definition 1.3 The set of alk in which
equation (1.1) has degenerate solutio®in
is called the Discriminant set.
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2. Cubic Nonlinearities:

In the Dynamical systems and other parts
of Mathematics (Control theory) it is
useful to study the bifurcation analysis of
some nonlinear systems that appear in the
Mathematical and Physical problems, these

nonlinear systems allow an important
connection to be made between the
existence of solutions and their

stability.The goal is to determine the
Discriminant set (bifurcation diagram) of
the following system,

X +2y° ~qy+q, =0
Y +2¢Cy+ B¢ +a,y=0.
wherg X,y>0, arerealsandq,,q,,5,,a,0R

and then apply the results to the

regularized Boussinesq system which
model waves in a horizontal water channel
in both directions. Changes in the

parameters of system (2.1) will lead into

changes in the qualitative structure of the
solutions of system (2.1). These changes
give rise to the bifurcation solutions from

the bifurcation point. Thus, wheg, =0,

it is easy to determine the Discriminant set.
The useful case is to determine the
Discriminant set wheng ;# 0 because in
the applications the value ¢, need not

to be equal to zero. In both cases the
following results has been stated:

(2.1)

Theorem 2.1 If £ ,=0, then Discriminant

set of system (2.1) can be described in the
parameter equation,

1
d, :g(qlz +30’2).
Proof: Since, the solutions of system (2.1)
are degenerate on the Iir;e:%ql with X

> 0, it follows that the Discriminant set of

system (2.1) has the following
parameterization,
a4, = y2 - X21
0, =3Y,
a,=-2x" -y’
32

and then from equations above the set of
all A=(q,,0,,a,) satisfy the parameter
equation

1
qz :g(qlz -"30'2)-D

Theorem 2.2 If §,=0, then fora, = 0

there is no regular solution of system (2.1)
and for a, <0 there is regular solutions of

system (2.1) in some domains of
parameters.
Proof: Suppose thatS is the set of

solutions of system (2.1) ar®l, $; be two
sets such that,

S ={(xy): x*+2y*-q,y+q, =0},
S, ={(xy): 2x* +y* +a, =0}.
then S=SNS,. Since §,=0, then the

second equation of system (2.1) has no
solutions for all a,= O implies that

S, ={¢}and henceS={¢}. It is mean
that system (2.1) has no solutions for
a,=20. When a, < Othe setsS; and &

are an ellipse. It is known that two ellipse
are intersects in 2 , 4 distinct points or not.
Since a,<0 implies that

a,=-m m>0. From system (2.1) we
have that y:Zl%(ql +,0? -6q, +3a,)
and then y have two real values when

a, <€—13(ql2 +3a,) and one real value when

a, =%(ql2 +3a,).From  the  second

equation of system (2.1) we have that the
value ofx is real only when0<y< Jm
and hence the se®& andS, are intersects

in four points when q, <(—13(qf+3a2),

0< y<\/ﬁ and in two points when
1

6, =5 (o +3a;),0<y<Jm.

Otherwise, the system has no distinct
solutions. Thus, in some domains of
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parameters system (2.1) has a solution for

system (1) wheng ;# 0 it is convenient to
a,<0.0

find the parameter equation of the form,
In many applications, the Discriminant set  h,(q;,%,,5,,a,)=0, h,:R' - Risamap
can be solve by finding a relationship  gych that the set of all
b_etweep the parameters and_ variables = (q,,0,,8,,a,)in which system (2.1)
given in the problem, but in some . . e
problems there is a difficulty for finding @S degenerate SOI_Ut'On will be satisfying
this parameterization. The second way for the equationh,(4) = 0 Thus, from the

finding the Discriminant set is by finding above notations the following result was
the parameter equation, that is; equation of found.

the form ] Theorem 2.3 If £ ,#0, then Discriminant
h(9)=0, &=(A,4;,..4,)UR". set of system (2.1) can be described in the
where h:R" - R is a map and parameter equation,

AuAy,..uA, are parameters. Thus, to 0 (1) =0, 41=(q,,09,,5,.a,),... (2.2)
determine the Discriminant set of the

h,(1) =aG® + 2(2b+ g,a)G’H + (203, -5¢)GH* -G*H? + B, (2c - g,a)H °.
where,

G =2q,a-9c-a,a—-q,5,a,

H =9 +4q,a-4p4,a,

5

a:2q1+5l311 b=2(/3f-2q2+02),
1

Cc= _/31(5(02 + q1ﬂ1)+ 2q2)-

The above theorem can be proved by B.20 it

solving the following three equations, equation (2.2) in the space of parameters.
x*+2y* -qy+q, =0, The sections of Discriminant set in some

S %2Vt Bx+q.v=0. planes was described in the figures
y y+Bx *asy (1),2),(3) and (4). The figures have been
2x? _5y2 +2(q,-2B8,)y+ta,+q,8,=0.

drawn by using Maple 9 .
in terms of q,,q,,5,,a,. To study the

Discriminant set of system (2.1) when

is convenient to consider

—

—
W

o
—
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|

Fig. (1) Fig. (2)
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1 2 1]

Fig. (3)

Figure (1) describes the Discriminant set in
the p1q.-plane whemng;=0.001 anda,= -2.
The number of positive regular solutions in
every region was found. In figure (2) the
Discriminant set has been found for
01=0.01 anda,= 2 in thepig.-plane which
is show that there is only one positive
regular solution of system (2.1). Figure (3)
describes the Discriminant set in {he:,-
plane for g;=0.1 and g= -0.05. The
number of positive regular solutions has
been found in every domain. Figure (4)
describes the Discriminant set in {he:,-
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plane wheng;=0.1 andg,= 0.05 which is
show that there is no regular solutions of
system (2.1). Note that in figures (1),(2)
and (3) there are symmetric domains with
different numbers of regular solutions, this
is because only positive regular solutions
has been found. From above notations the
existence and stability solutions of system
(2.1) in some domains of parameters has
been proved. On the other hand, one can
take another sections in the plane of
parameters to show the existence of
solutions of system (2.1).

3. Application to the regularized Boussinesq system:

Consider the regularized Boussinesq
system,

7, +ux+(l7u)x_%l7xxt =0,
.. (3.2)
u,+7,+tuu, _%uxxt =0.
which describes approximately two-
dimensional propagation of surface waves
in a uniform horizontal channel of lendth
filled with an irrotational, incompressible,
invisid fluid which in its undisturbed state
has depth h. The non-dimensional
variablesy ( x, t) andu ( x, t) represent,
respectively, the deviation of the water
surface from its undisturbed position and

34

, : 2
the horizontal velocity at water Iev?g

h. The two-modes of bifurcation periodic
traveling-wave solution in the forng = r

x- k t, where (v= kiIr - is the speed of
propagation wave) was studied. In this case
system (3.1) has the form,

kr? -
T/7 +ru-kn+rnu=c,

kr?
6

wheren (X, t) =7 (&) andu ( x,t) = u($).

For simply, the values of; andc, was

chosen to be equal to zero. It is easy to

check that system (3.2) can be written as a

single equation,

... (3.2)

"
u’ —ku+rnp +§u2 =c,.
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2
36(r—k—)
u’ +

_(u/)Z_ I u-

>4 2+ u®=0. .. (38.3)

////_:I-2 //+ 12 I
et T kr K>r®
The purpose is to study the bifurcation
periodic traveling-wave solutions of
equation (3.3) with period (z) in the
neighborhood of point zero by using
locally method of Lyapunov-Schmidt to

kr? K*r?
reduce into finite dimensional spaces. For
this purpose, it is convenient to set the
equation (3.3) in the form of operator
equation, that is;

k2
36(r ——)
12 12 6 54 18
f(u,1):= u™ = =Eu" + 22 uu” (U )? - r _ 2 4 ua’ 3.4
.A) r? kr( ) kr? kr? k?r? (34)
where A=(r, k ) and f: E - Fis a f(u,A)=0, ... (3.5)

nonlinear Fredholm operatoE- Banach
space of all continuous differentiable
periodic functions of period (2r), F-
Banach space of all continuous periodic
functions of period (2r). The study of
bifurcation solutions of equation (3.3) is
equivalent to study the bifurcation
solutions of operator equation,

Equation (3.5) can be reduced into
equivalent equation (bifurcation equation)
of the form,

O, 1) =0, ... (3.6)
In [4] the author shows that equation (3.6)
has the form (for more detalil see [4], [5]),

51(512 +<(22)+2<(1(<(32 +Ej)+q1(<(2 53 _5154)"'(:]251

0(,9) =

& +E)+26,(E+E) -G E+EE) T A ||

..=0

285,(&1 + &)+ (& +ED) +a.di &, +ayd,

254(512 +<(22)+<(4(<(32 +<(42)+181(<(12 -

where,

&)+ ayé,

Ae =ad,(Ne, £=(6.6.6.8), 3=(0,0,,0,0,,8).

a, (1) — smoothspectralfunction
In the complex variables,
7,=6+ié,, 2, =4 %04,

2122|21|2 + 22122|22|2 + 61121|Zz|2 + 0,22, +...=0,

Therefore, bifurcation equation can be
written in the following form,

.. 3.7)

22,2|2]" +2,20|z,|" +a,(z' -|2[*) + B(2 +|z|") +a,z'z, +...= 0.

where, z1, 2 # 0.
In polar coordinateg;= r; cos), &= r1
Singd, &=r,c0% , &=rySinp, system
(3.7) is equivalent to the following system,
r12 "'2"22 —Q T, tqg, t...=0,
2rir, 42+ Borf+a,r,+..=0. " (3.8)

r, r,>0.
in which we can determinate asymptotic
representation of bifurcation periodic
solutions. Discriminant set of system (3.8)
is locally equivalent in the neighborhood

Ja

of point zero to the Discriminant set of the
system,

I’12+2I’22—qll’2+q2 =0, ..(3.9)

2rPr, +r)+ B rF+a,r, =0.
Iy, ro >0.

To study the bifurcation periodic solutions
of equation (3.3) in the neighborhood of
point zero, it is sufficient to study the
bifurcation solutions of system (3.9). Note
that system (3.9) is the same of system
(2.1) and hence all results has been found.
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4 _ 4 _ showed the existence of solutions of

The point a=) & +®(D & e,A) equation (3.6) and then there exist a
= = bifurcation periodic solutions of equation

is a solution of equation (3.5) iff is a (3.3) for which every domain has a fixed

solution of equation (3.6) [9]. Thus, the  number of solutions.
existence of solutions of equation (3.5)
depend on the existence of solutions of
equation (3.6). From the above results we
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