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Abstract

In this paper, a new method for obtainingsgaity information for the parameters of the riashar
optimization problems (OR)s presented. These parameters appear in thetigbjéanction as well as the
constraints. This method depends on using diffedenéquations approach for solving nonlinear
programming problem with equality and inequalitynsinaints, the behavior for the local solution $tight
perturbation of the parameters in the neighborhaotheir chosen initial values is presented by gidime
technique of trajectory continuation. Finally, axample is given to show the efficiency of the pregub
method.
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1. Introduction

A new method for solving the equalityin the present work the sensitivity information by
constrained nonlinear programming problem bysing the autonomous system of differential
using the differential equation approach whosequations approach corresponding to the
critical points are the solution to the optimizatio optimization problem is discussed. This information
problem is discussed in [1]. The extension of ] tcoincides with explicit representation of the first
include a large class of optimization problenorder partial derivatives of the local solution ngoi
including equality and inequality constraints anénd associated Lagrange multipliers to the
differential equation approach was developed in [2parametric problem [4]. A development of
This method guarantees finding a local optimadensitivity analysis of some class of nonlinear
solution as well as a global one of nonlineapptimization problem based on differential equation
programming problem with equality and inequalitypproach and the work of [5] is presented. The
constraints via critical (asymptotic) point of afundamental problem is described in section 2. By
suitable nonlinear autonomous differential systenusing the technique of trajectory continuation §1,,
Recently this method is regarded preferable toesolthe behavior of the local solution (sensitivity)
the nonlinear programming problem with equalitgnalysis of the parameters in the neighborhood of
and inequality constraints compared with some wellhe chosen initial values is discussed in section 3
known optimization methods [3]. lllustrative example is given in section 4. The

conclusions are drawn in Section 5.

2. Problem Formulation

A mathematical nonlinear programming problenminimize f(x, V)
with equality and inequality constraints with gealer subject to h (%) =0 i=1.2.m 2.1
perturbation in the objective function and anywhere '

in the constraints has the form h(xv)<0 i=m+1..p

xOR" , fhOC*> , ps<n
By using the technique of differential equation
approach [2] the problem (2.1) becomes
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Minimize F(z.v) - P=1-q,9=B AT(AB*AT) A,
subject to G(z,v)=0 ' P=B’A"(AB'AT)*
where B! T
F(z,v) = F(x,y,v) = f(x,V) D(2) :{ } is nonsingular
_ _ A 0
hi (lerv)_hi (X,V) i=1,2,...m | - -
G(zv) = hy (%y.v) =, (V) + 2 i=me+1,.p In [2] it was proved that the matrix p(z) is a

_ projection operator which projects any vectoRiY
ZOR', FGOC , R'=R'xR™ ., wep-men into M(z2) , where M(2)is the tangent of the

Z=[2=Xq -y Zn =Xn , Zn41 =Ym 1o Zoy =Yp system of constraints &
M@ ={K:ATK =0}.
Assume thatA =[1,G(z) are of full rank, where  Also it was proved that

Bz+A™A(2) =-0F(2) 1- Z'is the regular point of the constraints.
Az=-G(2) 2.3 2- The second order sufficient condition are satiisf

. . ; . atz
And B is a symmetric nonsingular matrix of order

w xw from the above autonomous system (2.3) \A%—hThere arte no ?egerler?te cfonstralnzs_ "f ith
obtain the unique solution en, any trajectory starting from a point with som

7=6(2) = -PB0_F(2)" —I5G(z) 24 neighborhood of the local minimal poinlz*
 AmAATYA ARl o Tao converges t@@ ast — o .
Az)=~(AB"A")"AB L, Hz) +(AB"A')"G In the following section for simplicity we omit the

2.5 variable z and write F or G instead of F(z) or G(z)
Where

3. Sensitivity Information

A methodology for conducting a localduality results, solution algorithms, convergened a
perturbation (sensitivity) analysis and finiterate of convergence proofs, and acceleration of
perturbation (stability) analysis of solution belmmv convergence of algorithms, in addition to their mor
with respect to problem changes is a well estabtishobvious and immediate applications in estimating
requirement of any scientific discipline. A senstif near solution with different data. By using the
and stability analysis should be an integral part ¢echnique of trajectory continuation [1, 6], we Iwil
any solution methodology. The status of a solutiogiscuss the behavior of the local solutian for
cannot be understood without such information. Thigight perturbation of the parameters in the
has been well recognized since the inception @kighborhood of their chosen initial values.

scientific inquiry and has been explicitly addre@seThe following existence theorem, which is based on
from the beginning of mathematics. In mathematicahe implicit function theorem [4], holds

programming the sensitivity and stability technigjue
have been used to obtain optimality conditions,

Theorem 1
Let Z' be a unique local solution of (OP),  z(V) =z"where z(V)is a unique local solution for

satisfying the assumptions (1-3). Then there exststhe problenfOP),, for any v [ N(V) satisfying the
continuously differentiable vector valued f”nCtiorhssumptions (1-3).
z([) defined in some neighborhoo®(V), so that

Proof
For any VION(V)the fundamental equationsAnd  consequently
corresponding t{OP),, have the following form. o (z(v)) =2z(v) = —B_l(AT)\ +0,F) from equation
Bz (v) +AT) = -0,F (2.4) nearz one can write [1, 6]
AZv) =-G e = G0 = 2 -2
z
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Proposition 1

O
If B=02F' +}\TDZG,then—a(p(Z ) = , i.e. the local minimal pointz” is asymptotically
z z 0z stable.
Proof
0
L :i{— B_lAA—B_lDFH .
0z 0z z=z
see [1, 6]
0
¢a( ) —B‘l{D§F+>\TD§G -AT(AB AN IAB Y O2F+AT02G-B) Y
z =
Since B(z) = O2F' +\'02G(2) where P, P and B defined above in (2.4)
B (z*) B After solving(OP),, we may wish to answer the
9z - following question: if the problen{OP), replaced
That is Lim z(t) = z" by (OP), , VON(V) what is the new efficient
IHOO . g .
The solution near  z° becomes so:u_tlon_tof the problem(OP), vUN(V) without
~ 50 o0\ at : solving it again.
;é;)[z]z *(20)-z")e"  asymptotically - stable, With (z,A) = (z(v),A(V))is identically for v near

zero under the assumption of theorem 1 and
roroposition 1 a first order approximation of
z(v),A(Vv)) in the neighborhood of =0 is given

For obtaining sensitivity information for the
first order estimation of solution of the nonlinea
optimization problem, we introduce the foIIowing(

system of the differential equations. by [4

dz Ty = - z(v)) (Z2° dz(v)
B, T IvA N =0y (OzF) =% 1+ "oy v+oM)
ASZ- G

Sensitivity information (3.1) and (3.2) minimizeeth
computation efforts for finding many efficient

dv
Then one can obtain

dz(v) _ 1 - solutions for the proble{©P), , v N(V)
rvel -PB (0, (C,F)-PO,G 3.1

0 =~AB"AT)"AB0,(0,P ~(AB"AT) 'L,G

3.2

4. lllustrative Example
In this section, we provide numerical exaarigl for the first order estimation of the solution biet

clarify the theory developed in this paper optimization problem, we write the following:
Reformulate the problem with equality constraimts i
Example[4]. the form
Minimize F(zv)=X, + VX,
Minimize (X, V) =X, +V,X, subject to G(zy)=x2+x2 V2 +y*=0
subject to gxVv)=x2+x3-v?<0 Formulate (3.1) and(3.2)

withB(z) = 0°F(2)" +A(2)"0%G(2) , then
To illustrate the application of the general equragi
(3.1) and (3.2) for obtaining sensitivity informati

23
PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



PDF Created with deskPDF PDF Writer - Trial :: http://www.docudesk.com



Journal Basrah Researches ((Scienced)pl. 35, No. 1, 15 February ((2009))

1
500 2\ 0 0 2x,
0O 20 0 2x
Bi=1l0 1 o ,D= |
A2 0 0 24 2
0 O % 2x, 2x, 2y O
1 2xyv, O
-P0,G@)=——————|2X,v, O
T e
2yv, O
_O XX, |
2AV?
2 2
-PBY(O,(O,F2)) =0 -2
0, 0O.F2)") AV
O yXZ2
| 2\v; |
B
v, 2V
dz_|x, _xf+)2/2 41
dv |v, 2\V;
YoY%
v, 2avp
Ay X 4.2
dav. | v, 2v

d (4.2) coincid letely with Fi ' Ut
Sensitivity information which we obtained in (4.1) i[aélnpafge ic():g]mm © completely wi 1ACCO'S Testits

5. Conclusions

In this work, the sensitivity information for problem [4]. Moreover, a new modified approach
parametric nonlinear optimization problem iswith sensitivity information in equations (3.1) and
analyzed successfully. This information coincide$3.2) is represented by minimizing the computation
with the explicit representation of the first orderefforts compared with [4].
partial derivative of the local solution point and
associated Lagrange multipliers to the parametric
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