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Abstract 
A model reference adaptive control of condenser and deaerator of steam power plant is 
presented. A fuzzy-neural identification is constructed as an integral part of the fuzzy-neural 
controller. Both forward and inverse identification is presented. 

In the controller implementation, the indirect controller with propagating the error through the 
fuzzy-neural identifier based on Back Propagating Through Time (BPTT) learning algorithm 
as well as inverse control structure are proposed.  

Simulation results are achieved using Multi Input-Multi output (MIMO) type of fuzzy-neural 
network. Robustness of the plant is detected by including several tests and observations. 

Keywords: Power plant control, Fuzzy neural, Condenser control, Dearator control, MIMO 
control. 

  

 المضببه باستخدام ألتقنيه ألعصبيه الغازاتالتحكم بالمكثف وطاردة 
       أعياد شاكر محمود                                 عبد العظيم عبد الكريم علي      . د.أ

  هقسم هندسة الحاسبات                                                     قسم الهندسة الكهربائي

 العراق – جامعة البصرة –كلية الهندسة 

  :الخلاصة

.  الكهربائيـه    الطاقـة  لمحطات   الغازان بالمكثف وطاردة    يتناول البحث استخدام التحكم المتكيف بطريقة النموذج المتبوع       
 الكشـف   المضببه وبأسلوبين الأول هوالعصبية الشبكات باستخدامومة للكشف عن البارامترات ظحيث تم أولا تصميم من  

 .المباشر والثاني هو الكشف العكسي

يستخدم الأسلوب الأول السيطرة غـير      . تم في هذا البحث اقتراح أسلوبين للسيطرة باستخدام الشبكات العصبية المضببه          
 .العكسية السيطرة فيستخدم الأخر الأسلوبأما .  عبر الزمنالخلفية التغذيةمن خلال خوارزمية المباشرة 

 قويه ضـد    ألمقترحه الأساليب أن   ألمستعمله والإخراج الإدخال والتي تمت على الشبكات متعددة       لمحاكاةاأضهرت عمليات   
 .المنظومة على ألمؤثرهالتغيرات 
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I – Introduction 
Because of the impertinence of the 

fundamental parts (condenser and deaerator) 
in completing the heat cycle and power 
generation in steam power plants, model 
reference adaptive control have been 
developed and implemented for controlling 
the condenser and the deaerator levels. 

A simple control scheme such as PID 
controller can be used for such control.  
However, such controller is poor to 
overcome the disturbances that may occur on 
the plant working conditions.  

Several types of controllers were 
presented to control the different parts of 
steam power plant, such as the twin turbine-
generator system, including its associated 
control systems, performs satisfactorily in a 
variety of normal and energy operation 
modes [1]. In [2] a systematic method of 
choosing the frequency bias parameter and 
the integrator gain of the sampled data 
supplementary control using the discrete 
version of the Lyaponov's technique. Also 
the study presents data and control schemes 
for small and medium size boiler models [3]. 

Recently neurofuzzy model reference 
controller is adopted based boiler drum 
controller for power stations [4] Deaerator 
and condenser control have not been given 
the same attention..   

 
II – Flow Diagram of the system under 

control 
Figure (1) shows the flow diagram of 

the system under control. The circulating 
water (cooling water) is passing through the 
tubes of the condenser and receives energy 
from the steam that is coming from the Low 
Pressure Cylinder (LPC) of the turbine to the 
condenser by convection and conduction 
through the tube walls. The cooling water 
temperature is increased from its initial value 
(t1) to a final value (t2). The steam enters the 
condenser in a moist state, and its 
temperature remains constant through the 
condenser, but its latent energy is removed. 
Condensed steam, called (condensate), is 
collected in the hotwell, whose capacity 
should be equal to the maximum value of 
condensate produced. 
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Then condensate leaves the condenser by 
condensate pump and reaches the first stage 
of heating which is closed or surface type 
feed water heaters (Low Pressure Heaters 
LPHs). The water (condensate) passing 
through Low Pressure Heater tubes are 
surrounded by a steam coming from the Low 
Pressure Cylinder (LPC) of turbine. This 
steam is condensed in the heater tubes and 
then falls to the bottom of the heaters as a rain 
of drops. The heater drains then returned to 
the condenser through drain lines. The 
temperature of the condensate is raised and 
leaves the (LPHs) to the deaerator. 

In the deaerator, the steam taken from 
(LPC) of the turbine and the condensate arrive 
from (LPHs) are mixed and all the non-
condensable gases present in the mixture such 

as (oxygen, carbon dioxide and ammonia) are 
removed.  The feed water leaving the 
deaerator are forced to the Boiler Feed Pump 
(BFP) after passing through second stage of 
heating called High Pressure Heaters (HPHs). 

Finally, the make-up tank are used to 
compensate the grow less of water 
(condensate) in the hotwell of the condenser. 

More information about the 
parameters and dimensions of steam power 
plant that is listed in appendix. 

 
III – Fuzzy-Neural Network Structure 

The structure of a fuzzy-neural 
network with Multi Input and Multi Out- puts 
are represented in Fig. (2). This representation 
is a type of a feed forward neural network. 

Fig. (2) Fuzzy-Neural network structure
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The first layer performs a fuzzification 
for each linguistic rule using Gaussian 
membership function, which is given in the 
following relation: 

2)(
2
1

)( ij

ijj

b
ax

ij ex

−
−

=µ                                 …(1) 

where jx is the thj input variable, 

ija and ijb are the center and width of the 
Gaussian membership function. 

The outputs from this layer are fed to 
the next layer, which performs a T-norm 
operation (product operation) given by: 

∏
=

=
m

j
ijiU

1
µ                                              …(2) 

where m is the number of input 
variables. 

The last layer computes the overall 
outputs as the weighted sum of the incoming 
signals, to produce the center of gravity 
(COG) deffuzification operation, which can 
be obtained by the following equation: 

∑
=
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n

i
siiNS Wuy
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                                      …(3) 

where n  is the number of rules, S is 
the number of outputs of fuzzy neural 
network. 

Note that the adopted fuzzy-neural 
network here is modified to be unnormalized. 
A unnormalized fuzzy-neural network 
exhibits the desired performance for the 
identification and control of nonlinear 
systems. Moreover, there are two advantages 
of fuzzy-neural network with out a 
normalization process [5]: 

1. A faster training rate than the one which is 
normalized. 

2. A much simpler form of the input-output 
sensitivity equation than in a normalized of 
fuzzy-neural network. 

Now, putting it all together, the 
outputs of fuzzy-neural network 

NSy become: 
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IV – Identification 
The identification of dynamic 

behavior of the simulated model is done based 
on series-parallel fuzzy-neural networks. 

Forward Identification 
In this type, the inputs and outputs of 

the identifier network are the same inputs and 
outputs of the plant to be identified. 

Single Multi Input-Multi Output 
(MIMO) network is implemented to identify 
the condenser level and the deaerator level 
simultaneously as shown in Fig. (3). This 
network has (10) inputs and (2) outputs. 
The initial values of the membership 
function’s centers are equally separated along 
the universe of discourse for all inputs. The 
width of all membership functions is equal to 
(0.28), and the initial values of weights are 
selected in the range between (0 and 3), and 
using the number of rules (50 Rules).A 
gradient decent based back-propagation 
algorithm is employed to adjust the 
parameters of the (MIMO) fuzzy-neural 
network by using the training pattern.  
In this case, the adaptation of weights for 
condenser level ( iw1 ) and deaerator level 
( iw2 ) are effected by the errors in each 
outputs separately while the adaptation of 
centers ( ija ) and width ( ijb ) are effected by 
the errors in both outputs, i.e.: 

The main goal of supervised learning 
algorithm is to minimize the error function: 

2
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where )(),( 21 kyky NN  are the output1 and the 
output2 of fuzzy-neural network respectively 
and )(),( 21 kyky pp  are the desired outputs 
(condenser level and deaerator level 
respectively) for the thj input pattern. 

The gradient descent algorithm gives 

the following iterative equations for the 
parameter values: 
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where ζ  is the learning rate for each 
parameter in the system, i=1,2…n and 
j=1,2…m. 

Taking the partial derivative of the 
error function given by eqn. (6), we can get 
the following equations: 
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Hence, the new value of ija after 
adaptation is equal to: 
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Fig. (3) Construction of single (MIMO ) forward identification network 
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Similarly, )1( +kbij , )1(1 +kwi and
)1(2 +kwi could be obtained from the 

following equations: 
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According to the information and after 
the execution of (10) iterations of learning 
algorithm shown in Equations (15) to (18) the 
responses of this part are shown in Figs.  (4)-
(6). First steps of training of condenser level 
and deaerator level of the forward 
identification are observed in Fig. (4), where 
Fig. (4.a) and Fig. (4.b) represent responses of 
both levels respectively and also their 
corresponding identifier outputs. 

Parameters update was continued for  
(10) iterations, till convergence of the total 
square of error )(kET towards zero is 
satisfied, as illustrated in Fig. (5.a). 
Parameters updating progress is presented in 
Fig. (5.b) for (3) randomly selected 
parameters. Therefore, the end of adaptation 
was reached by arriving the parameters to 
their steady state values. 

Figure (6.a) and Fig. (6.b) shows the actual 
outputs and identifier outputs of both 
condenser and deaerator respectively after the 
end of adaptation. 

Two values for the level set-point 
(Lref) are employed to test the learned 
identifier, these values selected as: one is the 
minimum value of levels and the other is a 
maximum value of levels, (Lref 1 min =0.5 m 
and Lref 1 max=1.0 m for condenser), (Lref 2 

min=1.5 m and Lref 2 max=2.2 m for deaerator) 
and they are applied successively. These 
values have been used because it reflects all 
the region of interest. Therefore, the curves in 
Fig.(6) reveal how the fuzzy-neural identifiers 

learned the dynamic of the condenser and the 
deaerator. 

Inverse Identification 
The structure of a fuzzy-neural 

network with Multi Input and Multi Outputs 
are similar to that used in the forward 
identification the main difference is in the 
inputs and outputs of the network. The input 
to the fuzzy-neural Network inverse  
identifier is the output of the plant, while the 
output of the network is the input of the plant. 

Single (MIMO) network has (10) 
inputs and (2) outputs used to identify the two 
inputs of the plant: condensate flow rate 

)( 1cm&  and make-up water )( mm&  
instantaneously as shown in Fig (7).  The  
number of rules used are 50 rules.  

Adaptation of this system has been 
continued for (25) iterations until 
convergence of the total squared error 

)(kET towards zero has been reached. Fig. 
(8.a) show the first learning period of 
condensate flow rate and its coincidence to 
the actual input ( 1cm& ), while Fig. (8.b) 
illustrates the corresponding curves of the 
make-up water ( mm& ) and its identifier for first 
learning period. Responses of the squared 
error and development of (3) selected 
parameters are observed in Figs. (9.a) and 
(9.b) respectively, and the curves reveal how 
updating is complete when the parameters 
reached their steady state values. Figs. (10.a) 
and (10.b) represent the condensate flow rate 
( 1cm& ) and its identifier and make-up water 
( mm& ) and its identifier at the end of 
adaptation period respectively. 

V – Control 
The purpose of designing a controller 

is to control the condensate valve and make-
up valve, which generate the desired control 
inputs ( 1cm&  and mm& ) receptively. The 
simulation results depend on the dynamic 
model of the condenser and the deaerator is 
based on the conservation of mass and energy 
balance principal. The final objective is that  
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the condenser level and the deaerator 
level must tracks a desired reference model, 
such that the performance of plant outputs is 
controlled. 

The designed reference model has the same 
properties of the plant. The model can be 
described by the following equations. 

hrrc

rrrrr
a

DmdmmmcmsmTYRYR
1

111
01

)(
ρ

&&&&& +++−
+=

                                                               …(19) 

11 LrefYRec −=                             …(20) 

 

=cru12








∗ )100exp(
1
0

ce
       

)05.0(
)0(

)5.0(

<<−
>
<

c

c

c

eif
eif
eif

  

                                                               …(21) 

 

2
12

2

1

1

2

1

1

1

)(
1)(

1)(
861.85

crrR

rv

rR

rv

rc

uC
C

C
C

m
+

+
∗=&   …(22)  

                                                                                             

accr

worrdworrcrsracc
accr L

mmmmTV
A

)/()( 2131 ρ&&&& +−++
=

                                                               …(23) 

109

876

543

2

005.000254.700432412.0

109777.051415.15197.12

2516.64333.204427.390

987.42263.2620567.14

accraccr

accraccraccr

accraccraccr

accraccrr

AEA

AAA

AAA

AA

−−+

−+−

+−+

−+=θ

                                                               …(24) 

)
4
1(sin**2 2

2 raccrrYR θ=                 …(25) 

e1

e2

yN1

 
Deaerator 

Z-2 

Z-1 

Z-1 

A11 

A12 

A110 

An1 

An2 

An10 

π 

π 

Σ 

Z-1 

mc1(k) 
mm(k) 
ms1(k) 
mwo(k) 

yN2

FN

Ld (k+1)=yp2 

–

+

 
Condenser Lc (k+1)=yp1 

Σ

–

+
Z-1 

Z-2 

Fig. (7) Construction of single (MIMO) inverse identification network 

 

                                     Iraq J. Electrical and Electronic Engineeringالمجلة العراقية للهندسة الكهربائية والالكترونية      
  Vol.3 No.1 , 2007                                                                                                                  2007 ، 1 ، العدد 3مجلد 

 
 

 
 



 87
 

0 4000 8000 12000 16000

time (sec.)
0.00

0.04

0.08

0.12
co

ne
ns

at
e 

flo
w

 ra
te

 (m
c1

) (
kg

/s
ec

.)

(a)

identified

actual

0 4000 8000 12000 16000

time (sec.)

0.00

0.01

0.02

0.03

m
ak

e-
up

 w
at

er
 (m

m
) (

kg
/s

ec
.)

(b)

identified

actual

Fig. (8) First steps of plant inverse identification [MIMO network] 

0 100000 200000 300000 400000

time (sec.)

0.0

0.4

0.8

1.2

1.6

pe
rf

or
m

an
ce

 m
ea

su
re

(a)

0 100000 200000 300000 400000

time (sec.)
0.5

1.0

1.5

2.0

2.5

3.0

pa
ra

m
et

er
 se

le
ct

ed
A

B

W

(b)

Fig. (9) Learning progress of the plant inverse identification [MIMO network]

0 4000 8000 12000 16000

time (sec.)
0.00

0.04

0.08

0.12

co
nd

en
sa

te
 fl

ow
 ra

te
 (m

c1
) (

kg
/s

ec
.)

(a)

identified

actual

0 4000 8000 12000 16000

time (sec.)
0.00

0.01

0.02

0.03

m
ak

e-
up

 w
at

er
 (m

m
) (

kg
/s

ec
.)

(b)

identified

actual

Fig. (10) Responses after inverse identification complete [MIMO network] 

 

                                     Iraq J. Electrical and Electronic Engineeringالمجلة العراقية للهندسة الكهربائية والالكترونية      
  Vol.3 No.1 , 2007                                                                                                                  2007 ، 1 ، العدد 3مجلد 

 
 

 
 



 88

22 YRLrefed −=                             …(26) 









−
=

)exp(
112

d

dr

e

o
u                

)7.00(
)0(

)7.0(

<<
<
>

d

d

d

eif
eif
eif

                                                    …(27) 

 

2
12

2

2

2

2

2

2

)(
1)(

1)(
667.16

drrR

rv
rR

rv

mr

uC
C

C
C

m
+

+

∗=&   .          

.                                                      .......…(28) 

     
     

where

woraccrmrrcrs mandrmmmYRYR &&&& ,....,,,,, 1121

 are the corresponding parameters of the 
condenser and the deaerator, Lref1 and Lref2 
are the condenser level set point and the 
deaerator level set pint respectively. 

Parameter values of the reference model are 
listed in appendix. 

 

Indirect Fuzzy-Neural Control 
We used (MIMO) fuzzy-neural 

identifier in the (MIMO) indirect controller 
method as a path for the output error 
propagation to the fuzzy-neural controller as 
shown in Fig. (11). In this type of control, two 
fuzzy-neural networks, fuzzy-neural network 
identifier and controller is employed, 
abbreviated by FNNI and FNNC respectively. 

The controller network learning is 
based on the plant sensitivity (gradient of the 
output with respect to its input) which can be 
described as follows: 

)(kEc  is the total squared error of the 
difference between the reference output 

)(kyr and the plant output )(ky p is defined 
as: 

Fig. (11) Indirect Fuzzy-neural controller
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where, o : is the number of plant 

outputs. 

The gradient decent algorithm used to adjust 
arbitrary parameter of the fuzzy-neural 

controller as follows: 

θ
ζθθ θ ∂

∂
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)()()1( kEkk c                  …(30)                                                   …(3.31) 

  

where, θζ : is the learning rate of that 

parameter. 

Then the gradient of error with respect 
to an arbitrary parameter θ  is: 
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where,
)(
)(
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ky ps

∂

∂
: is called the plant 

sensitivity, 

)(ku : is the input vector of the plant 

inputs, 
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But 
)(
)(

ku
ky ps

∂

∂
 cannot be obtained 

unless a complete knowledge about the plant 
is required, due to the high nonlinear elements 
contained. Therefore the plant sensitivity was 
replaced by sensitivity model of the plant 
forward identifier based on a novel method 
was derived in [6] which is used as a path to 
propagate error to the fuzzy-neural controller. 

 

The sensitivity model is: 

)(
)(

)(
)(

ku
ky

ku
ky Nsps

∂
∂

=
∂

∂

                                …(34)                   

         In this paper, the plant consists of two 

inputs (i.e., 







=

m

c
m
m

ku
&

& 1)( ), and two  outputs  

(i.e., ][ )()()( 21 kykyky ppp = ). And (MIMO) 
fuzzy-neural controller has (12) inputs and (2) 
output and 60 Rules. 

The initial values of the membership 
function’s centers are equally separated along 
the universe of discourse of all inputs. The 
width of all membership functions is equal to 
(0.28), and the initial values of weights are 
selected in the range between (0 and 3). 

After using the above information and 
all learning algorithms shown in eqns. (29 to 
34) with two step- reference levels, which are 
(Lref 1 min=0.5m, Lref 1 max=1.0m for condenser 
level) and (Lref 2 min=1.5m, Lref 2 max= 2.2m for 
deaerator level), the first steps of the learning 
period of the fuzzy-neural controller action 
are illustrated in Fig. (12). Figure (12.a) 
represents the condenser level (the actual and  
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Fig. (12) First steps learning of indirect fuzzy-neural controller [MIMO network] 
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Fig. (13) Learning progress of indirect fuzzy-neural controller[MIMO network] 
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Fig. (14)Last steps learning of indirect fuzzy-neural controller [MIMO network] 
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the reference). Deaerator level is observed in 
Fig. (12.b). Training was continued for (15) 
step inputs till convergence of the squared 
error )(kEc towards zero is satisfied. Fig. 
(13.a) illustrates the error convergence, while 
Fig. (13.b) represents the development of (3) 
selected parameters of the proposed fuzzy-
neural controller until they reach their steady-
state values. After learning is complete the 
responses of levels of the condenser and the 
deaerator are shown in Fig. (14), and this 
figure represent a good performance for the 
fuzzy-neural control proposed. 

 
Inverse Control 

In this work, we use the (MIMO) 
inverse identifier network that discussed in 
sec. (IV) as a controller, because this method 
is simpler in generating the desired input for 
the plant ( 1cm&  and mm& ) and does not requires 
further training. 

After the learning period completes, 
the inverse identifier has the inverse dynamics 
of the condenser and deaerator. Therefore, the 
outputs of the controller are utilized as inputs 
to the plant, where the levels of condenser and 

deaerator are to track to the reference model 
outputs.  The outputs of the reference model 
are utilized as inputs to the controller (inverse 
identifier) as shown in Fig (14). 

This type of controller can be 
understood easily if we assume that if the 
plant is linear. In which is this case, the 
identifier identifies the inverse transfer 
function )(1 sG− .  

If the identified model is placed before 
the plant, and its input is generated for the 
reference model )(sM then the resulting 
transfer function: 

 

)()()()()( 1 sMsGsGsM
I

sY

ref
=⋅⋅= −       …(12) 

Therefore the output of the plant is 
guaranteed to track the reference model 
output as shown in Fig. (16). 

VI- Disturbance Effects 

To check robustness of the proposed 
controller, several disturbances are applied to 
the plant, as shown in Figs. (17 to 19): 
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Fig.(15) The Inverse Controller  
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1.   Steam flow from (LPC) of the turbine to 
the condenser ( 1cm& ) is changed from (100% 
load) to (40% load) at time (2200 sec.). As 
shown from Fig. (16) ( for indirect fuzzy 
neural, inverse fuzzy neural and PI 
controllers) the deaerator level and its valve 
opening ( 2o ) which are decreased too for a 
period of time a bout (150 sec.) and there 
return back to their reference values. 

2.   Figure. (17) shows responses of the 
condenser level and its valve opening when 

fault occurs in the (LPHs) and hence, removed 
from the system. 

3.    Finally, feed water flow rate ( wom& ) 
extracted from the deaerator was changed to 
(70%), and Fig. (18) illustrate the effect of 
disturbance on the deaerator level and its 
valve opening for the two types of controllers. 

For the purpose of comparison the 
following disturbances results that are 
applied to the plant using the fuzzy-neural 
controller and the results when using the 
conventional controller, we observed that 
fuzzy-neural controller is less effected by 
there disturbances than conventional 
controller; so, the fuzzy-neural controllers are 
more robust than conventional controllers. 

 

VII- Conclusions 

A fuzzy-neural model reference 
adaptive control structure is presented and 
used for controlling the condenser level and 
the deaerator level of steam power plant. A 
fuzzy-neural network is constructed for both 
the identifier and the controller. A simulation 
results shows good performance for proposed 
scheme. 
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Appendix A 
 

Physical Dimensions of AL_Najeebiah Power 
Plant [7] 
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For PI controller 

For indirect fuzzy-neural controller 
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Fig. (17) Changing the ( 1sm& ) to (40 % load), at t=2200 sec.) 

For inverse controller 
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Fig. (18) Fault occur in the (LPHs) and removed from the work at t=2200 sec.
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For inverse controller 
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For indirect fuzzy-neural controller 
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Fig. (19) Effect of decreasing the ( wom& ) to (70 % load), at t=2200sec. 

For inverse controller 
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