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Abstract 

 

 Fractional Order Proportional-Integral-Derivative (FOPID) controller is based on 

integration and differentiation of non-integer order. It is usually denoted by DPI (0 < µ < 

1 and 0 < λ < 1) . In this work the gain values of the proportional, Integral, and derivative 

(i.e
dip KKK ,, ) as well as the values of µ and λ are obtained using Genetic Algorithms 

(GAs).The tuning procedure is based on the principle of model reference control. Illustrative 

example is presented in which FOPID controller is designed and compared with Integer 

Order PID (IOPID) ones. It was shown that FOPID controllers gave more freedom in 

faithfully following the dynamics of the reference model. 
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 كسري المرتبة بالاعتماد على الخوارزمية الجينيةتصميم مسيطر تناسبً تكاملً تفاضلً  

 

 المستخلص

 

تًشذثح راخ ػذد غٍش صحٍح  انرفاضم وانركايم   أساسو( FOPID)كسشي انًشذثح  رفاضهً انركايهً انرناسثً انًسٍطش ان

تانشيض  ٌؼشف ػادج يا .  ىو 
DPI  ( 0حٍث< µ <1 0  و <  λ<1 .)ى يؼايلاخ ٍفً ىزا انثحث ذى احرساب ق

تاسرخذاو انخواسصيٍح انجٍنٍح . إٌ ػًهٍح انرنغٍى  λو  µانكسة نهجضء انرناسثً وانركايهً وانرفاضهً تالإضافح إنى قًٍرً 

يسٍطش نوع ٍو (. ذى ذقذٌى يثال ذوضٍحً صًى فmodel reference controlذًد وفق يثذأ سٍطشج اننًورج انًشجؼً )

FOPID  ًصحٍح انًشذثح  ذكايهً ذفاضهًوذى يقاسنرو يغ يسٍطش ذناسث (IOPID ) .  ىزه انًقاسنح وضحد أٌ انًسٍطش

 ٌؼطً حشٌح ذصًًٍٍح نضٌادج دقح ذرثغ اننظاو نذٌنايٍكٍح انًشجغ اننًورج. FOPIDنوع 
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1. Introduction: 

 Integer Order PID controllers are widely used in industry because they are simple, 

effective, robust, and easily tuned. Many conventional tuning methods were developed during 

last 60 or 70 years either using frequency domain approach (Astrom-Hagglund tuning 

algorithm [1]), or time domain approach (Ziegler-Nichols). Evolutionary techniques such as 

Genetic Algorithms are also played tremendous rules in finding optimal tuning gains 

according to the way that the control-engineering designer was focus on [1].  

 However, the idea of using fractional-order calculus in developing fractional order 

controllers for the dynamic system control is well addressed in [2] and [3]. Advantages of 

using fractional-order PID controller have been introduced in a number of publications. It 

was claimed that, many specifications can be met by the closed-loop system (increasing 

design flexibility), because the fractional-order PID controller has five tuning parameters [4]. 

 Different approaches were developed for tuning the FOPID. Experimental tuning 

rules for fractional PID controllers, similar to the 1st and the 2nd sets of tuning rules 

proposed by Ziegler and Nichols for integer PIDs were proposed in [5]. Moreover, based on 

frequency domain,[6] states that the designed fractional order PID controller should meet the 

stability robustness of the feedback control loop according to the desired gain margin and 

phase margin. The Quantitative Feedback Theory (QFT) was used as a base to tune the 

FOPID controller for a time-delayed first order plant [7]. FOPID is also used to enhance the 

performance of plants having nonlinear characteristics (backlash and saturation) [8]. Even 

soft computing techniques (such as Neural Networks and Fuzzy Logic Systems) are used in 

adaptively producing the FOPID tuning gains (see for example [9], [10]). 

 However, many researchers to find the optimal tuning parameters of the FOPID use 

the Genetic Algorithms (GAs). Different approaches were proposed in the context of the GAs 

to choose an objective function that really meets the desired specifications and obeys the 

practical constraints.  

 In this work, the model reference approach is adopted in order to develop an objective 

function for the GAs. By choosing a model, all time domain and frequency domain 

specifications can entirely met by the designer. 

 

 2. Fractional Order PID Controllers: 

 Fractional order control systems are described by fractional order differential 

equations. Fractional calculus allows the derivatives and integrals to be arbitrary number.  

 There are several definitions of fractional derivatives [10]. Grunwald-Letnikov 

definition is perhaps the best known one due to its most suitable for the realization of discrete 

control algorithms. The mth order fractional derivative of continuous function f (t) is given 

by:     
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where a and t are the limits related to operation of fractional differentiation, m  is the calculus 

order. 

Accordingly, the differential equation of the fractional order controller 
DPI  is defined as; 

)()()()( teDKteDKteKtu dip
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                                     ------------------ (3) 

The continuous transfer function of FOPID is obtained through Laplace transform, which is 

given by: 
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3. Discretized model of the continuous FOPID controller: 

The above FOPID controller (4) can be approximated using discretization methods. In the 

following s is approximated by using the bilinear transform, the Al-Alaoui transform, and the 

phase enhanced Al-Alaoui transform [11], represented below by equations (5), (6), and (7) 

respectively.  
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 The phase enhanced Al-Alaoui transform is obtained by a half-sample advance of the 

Al-Alaoui transform, which is achieved by multiplying (2) by 5.0Z , or dividing it by 5.0Z . 

The half-sample advance, shown in (7), changes the almost linear phase of (6) to almost 90 

degrees, while the magnitude remains the same [11]. 

Indirect Discretization 



Al-Rafidain Engineering                        Vol.20                      No. 4                  August    2012 

 

11 

 

Indirect discretization consists of two steps. In the first step a rational analog transfer function 

that approximates the irrational transfer function of the fractional controller is obtained. In the 

second step an analog to digital transformation of the rational analog approximation is done. 

1) The Analog Rational Approximation 

 The approximation is carried out in the following two steps: 

• Determine a frequency range [ωA, ωB] where it is needed to approximate the fractional order 

transfer function. 

• Perform an analog integer-order approximation of the fractional-order transfer function 
r
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Then equation (8) is expanded using continued fraction expansion CFE, Taylor series 

expansion, or the method of recursive poles and zeros to obtain an analog approximation. The 

analog approximation with recursive poles and zeros is summarized below [11]: 
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In this work  b = 10 , d = 9 , ωA=0.01 rad/sec. , ωB=10000 rad/sec.,and N=7 as in [11].These 

parameters are selected to ensure the dynamic range of most industrial plants. The procedure 

for the approximation can be briefly summarized in the following steps:- 

a) The frequency range [ωA, ωB] and N are given. 

b) Based on the fractional order r, calculate 
'

k and k according to (10) and (13). 

c) Compute K from (13). 

d) Obtain the approximate rational transfer function from (12) to replace rs . 

2) Discretizing the Analog Approximation 

To discretize the analog rational approximation of (12) select suitable s-to-z transforms. The 

bilinear transformation, [equation (1)] is employed by replacing s in (12) by the right hand 

side of equations (1).  

 

4. The Genetic Algorithm [12], [13]: 

 The Genetic Algorithms (GAs) is a direct random search technique, which can find 

the optimal solution in complex multi-dimensional search space. It is a model of natural 

evolution operators, which manipulate individuals in a population over several generations to 

improve their fitness gradually. These individuals that, represent a candidate solution to the 

problem under consideration, often encoded as a bit string. Therefore, GA does not involve 

much experience about the complexity of the problem rather than deals with codes that 

represent the key parameters of the problem. 

  There are two basic issues in the GA, the first one is how to code the problem this is 

called coding. Two common ways for coding, they are either real or binary coding. The GA 

requires a set of possible solutions called initial populations which are randomly produced. 

The second issue is how to qualify each individual (string) which is called the fitness 

evaluation. This step depends on the problem nature. It is either mathematic equation or a 

rule-based procedure or in some cases a combination of both. These two issues are problem 

dependent. 

 The remaining part of the GA is problem independent, which consists mainly of the 

GA operators. Three operators are basically important, that are selection (reproduction), 

crossover, and mutation.  The selection procedure is to reproduce more strings whose fitness 

functions are higher than those whose fitness functions are low. This is important to drive the 

search towards better and better solution. Reproducing can be implemented by many methods 

(for example Roulette Wheel, Tournament…etc.).The crossover is important to create new 

individuals from already exist ones. The mutation is an operator that avoids the search 

process to be trapped at a local area in the hyper search space by exchanging bits of a certain 

string. 

 The following algorithm clarifies the main steps in GA: 

Step-1: Create an initial population of strings. 

Step-2: Calculate the fitness of each string. 

Step-3: While ( an acceptable solution is not found) OR ( does not 

             exceed maximum number of generation) 
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 Perform reproduction for next generation. 

 Perform crossover between parents to create new offspring. 

 Apply mutation with certain probability. 

 Calculate the fitness of each offspring. 

           End while 

 

5. Genetic-Based Tuning of FOPID Controllers: 

 The undertaken design control problem is to find the optimal tuning gains for the 

FOPID given in equation (4) that ensures certain objective function. The objective function is 

suggested here to force the plant to behave similar to a predefined model (model reference 

approach).Therefore, each GA solution (string si) has to minimize the following objective 

function:      
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oT  is the number of the collected data sample,  is the minimum accepted error    ( set to be 

0.02), and 
)(te

is is the instantaneous error between the plant output and the model output for 

is
 string as 

)()()( tytyte mpsi
                                                                             ---------------- (17)  

In equation (17), 
)(ty p  is the instantaneous plant output for is

 string parameters and )(tym is 

the instantaneous model output. In equation (16) )( is represents a penalty function for is  

string that gives an unstable solution (unwanted solution). In this work the unstable solution is 

that string which have fitness value more than M (M is set to be 
610 indicating that instability 

occurrence).  

 Binary coding is used to represent the FOPID tuning parameters as shown in Fig. (1) 

 

 
Fig.(1) : FOPID string coding 
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The whole block diagram representing the proposed design method is shown in Fig. (2).For 0 

< µ < 1 and 0 < λ < 1, nine bits representation is used to ensure resolution of 002.02 9  . The 

ranges of dip KandKK ,,  are selected to be (0 to 128) with 7 bits represented the integer parts 

and 18 bits for fractional parts ( i.e with resolution  618 108.32   ). 

 
Fig. (2):  The block diagram of the proposed design method 

 

6. Illustrative Example:  

 In order to illustrate the power of GAs in finding the optimal tuning parameters of the 

FOPID controller, and for the comparison purposes, the same example that was considered in 

[14] will be used here. In this paper, a position PID controller for a shunt D.C. motor was 

tuned using GAs. The following transfer function described the system under control:-  
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                   ------------------- (18) 

  

Where,   is the angular displacement of the motor shaft in radians,  

V is the armature voltage in volts,  

Ra is the armature resistance in ohm,  

La is the armature inductance in Henry,   

Kb  is the back emf constant in volt/(rad/sec), 

 J is the moment of inertia of motor and load in Kg-m2/rad,  

B is the frictional constant of motor and load in N-m/(rad/sec). 

The motor ratings and parameters are shown in table (1). 
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Table (1): D.C. motor ratting and specifications 

parameter value unit 

Horse  power 2 hp 

rated armature voltage 230 Volt 

rated armature current 8.5 Amp. 

rated speed 1500 r.p.m. 

armature resistance  Ra 2.45 ohm 

armature inductance  La 0.035 H 

frictional constant  B 0.5*10
-3

 N-m/(rad/sec) 

back emf constant  Kb 1.2 volt/(rad/sec) 

moment of inertia  J 0.022 Kg-m2/rad 

 

The system transfer function becomes [14]: 

ssssV

s

441.10539.000077.0

2.1
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It is required to design FOPID controller that gives a closed loop step response as much as 

close to the step response of the following model: 

2mod
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s
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 The simulation of this system is accomplished under MATLAB environment. The 

sampling time is chosen to be 0.001 Sec. As indicated in [14], the searching process of the 

GAs is started from the PID parameters that are obtained using Ziegler-Nichols (Z-N) method 

and random values for   and  . Moreover, the GAs parameters are as follows: 

The population size is 1200. The maximum number of generation is 70. The number of 

collected data sample is 1000oT  sample. The crossover probability, and the mutation 

probability are chosen by trial and error to be 0.2 and 0.35, respectively (the crossover 

probability and the mutation probability values depend on the complexity degree of the hyper 

surface that relates all the parameters to be optimized [13]). 

 The tuning parameters obtained by the GAs for the FOPID are listed in table (2) .For 

comparison purposes the tuning parameters obtained in [14] for the genetically tuned PID and 

the tuning parameters obtained by the Ziegler-Nichols (Z-N) method as initial values for the 

GAs are also listed. 

 

Table (2): The FOPID and PID tuning parameters 

methods     Kp Ki Kd 

Ziegler-Nichols tuning 

method 
1.0 1.0 18 0.045 0.0182 

Genetic tuned PID 1.0 1.0 19.88  0.1376 0.5578 

Genetic tuned FOPID 0.60742 0.99804 25.9428 0.01038 34.6196 



Othman: Design of Fractional Order PID Controller Based on Genetic Algorithms 

 

11 

 

 The step responses for the three cases outlined in table (2) are illustrated in Fig.(3) 

together with that of the desired model. Moreover, table (3) compares the rise time, the 

settling time and the percentage overshoot for the genetically tuned PID and FOPID. 

 
Fig.(3): The position step responses under Z-N tuning  ,genetically tuned FOPID and PID 

controllers. 

 

Table (3): The FOPID and PID step response parameters 

methods rise time sec. settling time sec. overshoot % 

Genetic tuned PID 0.14 0.3 9 % 

Genetic tuned FOPID 0.1 0.2 0.05 % 

 

7. Conclusions 

 It has been shown that the FOPID controller tuned by genetic algorithms increases the 

flexibility area of choosing its parameters in order to have more faithful closed loop model 

matching characteristics. This was illustrated clearly by designing FOPID and PID controllers 

for the same most widely used plant in industry, which was the position control of DC motor. 

It has been concluded that the summation of absolute error for 1000 samples between the 

system response and that of the desired model in the case of FOPID was (6.9485), while it 

was (20.4535) for the case of classical PID. This indicates that the model-following 

characteristic is reached more precisely in the case of FOPID in comparison to that of PID 

controller.  
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