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Abstract

In this paper, a new technique is applied to treatment of initial boundary value problems by using

initial and boundary conditions together to obtain a new initial solution at every iteration using

variational iteration method (VIM). The structure of new successive initial solutions can give a more

accurate solution in a little number of steps.

1. Introduction

Several numerical and analytical techniques
including the spectral methods, characteristics
method, and Adomian’s decomposition method
have been developed for solving initial
boundary value problems [Wazwaz A.M.
(2000)]. For implementation of the Adomian
decomposition method, one has to find the so-
called the Adomian polynomial, which is itself
a difficult problem. To overcome
difficulties and drawbacks, He J.H. [ (1999,
2000, 2004, 2005, 2007)] developed variational

iteration method for

these

solving linear and
nonlinear problems, which arise in various

branches of pure and applied sciences. It is
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worth mentioning that the origin of variational
iteration method can be traced back to the
reference [Inokuti et al.(1978)]. Furthermore,
He J.H. [ (2005,2004)] also introduced the
homotopy perturbation method, which is
developed by combining the standard
homotopy and perturbation method.

Many researchers discussed the initial and
boundary value problems, exact and numerical
solutions for non-linear Burger's equation by
variational iteration method was applied by
[Biazar J. and Aminikhah H. (2009)].
Variational homotopy perturbation method for
solving higher dimensional initial boundary

value problems discussed by [Noor M.A. and
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Mohyud-Din S.T. (2008)].

dimensional initial boundary value problems by

Solving higher

variational iteration decomposition method by
[Noor M.A. and Mohyud-Din S.T. (2008)], a
weighted algorithm based on the homotopy
analysis method is applied to inverse heat
conduction problems and discussed by [Shidfar
A. and Molabahrami A. (2010)].

The boundary value problems was applied by
[Niu Z. and Wang C. (2010)] to calculate a one
step optimal homotopy analysis method for
linear and nonlinear differential equations, and
homotopy perturbation technique for solving
two-point boundary value problems—compared
it with other methods was discussed by [Chun
C. and Sakthivel R. (2010)].

Although the problems of these researches
contain initial boundary value problems , but
the researchers discussed those problems by
using either initial or boundary conditions . So
we present a reliable framework by applying a
new technique by using initial and boundary
conditions together to obtain a new initial
solution at every iteration using variational
iteration method. The construct of new
successive initial solutions can give a more
accurate solution, some examples are given in
this paper and compared with the standard VIM
to illustrate the effectiveness and convenience

of the new technique.
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2. Variational iteration method

In this section, we introduce the basic idea
underlying the variational iteration method for
Consider the

solving nonlinear equations.

general nonlinear differential equation:

Lu+ Nu = g(x,t). (2.1)

where L is a linear differential operator, N is a
nonlinear operator, and is a given analytical

function. The essence of the method is to
construct a correction functional of the form
[Biazar J. et.al (2010), Gomez C. A. and Salas
A. H. (2010)]:

un+l(xvt) = un(xvt) +

j/l(t, s)(Lu, (x,s)+ NU, (x,5) — g(x,s))ds.

Where A is a Lagrange multiplier which can be
identified optimally via the variational theory,
U, is the approximate solution and U, denotes
the restricted variation, ie. oU, =0. After
determining the Lagrange multiplier A and

selecting an appropriate initial functionu,, the
successive approximations U of the solution u

can be readily obtained. Consequently, the

solution of Eq. (2.1) is given by U =limu_.



Elaf Jaafar Ali New treatment of the ....

3. New technique for solution of initial iteration method for solving initial boundary
boundary value problems by variational value problems, we consider the following
iteration method general differential equation:

To convey the basic idea for treatment of

initial and boundary conditions by variational

LUu(X,, X, ey X ) + NU(X, X, ey X, 8) = G (X, Xy ey X 1),
0<x <1 1=12,..k, t>0

with initial conditions:

U(X, Xp e X, 0) = Uy (X3 Xy 000y X, ),
U, (Xy5 X, 10y X, ,0) = Ugg) (X, X000 X, ),

and boundary conditions:

U0, X, yeeey X 1) = 94, (X5, X5y X, s 1),
U(X,,0,..., X, 1) = 9, (X, X5 e X, 1),

U(X0 X0, ) = Doy (X Xy Xy, 1),
and

U X, ey X, o 1) = 0, (X5, Xg ey X, 1),
UL X 1) = G5, (X, X500y X, T),

u(X, Xy, 1) = 9, (X, X, 00y X0 1)
The initial solution can be written as :

Uy (X0, Xgreees X, ) = Uy (X0 Xgeney X ) HTUG (X Xy X, ).

According to variational iteration method [Biazar J. et.al (2010)], we can construct a correct functional
as follows:

59
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U (% X X 8) = U, (K Koo X )

t

j/i(t,s)(Lun(xl, Xyyeees Xy S) + NU (X, Xy 500y X1 S) — G (X, Xy 5100, X, S)) S, G

v(i/here A is a Lagrange multiplier which can be can be readily obtained, but must be satisfying
identified optimally via the variational theory, the initial and boundary conditions together. So
u, is the approximate solution and U, denotes in this paper we construct a general new
the restricted variation, i.e. U, = 0. The successive solutions U by applying a new

successive approximations U_of the solution U technique:

Ur (X, Xy ey Xnt) = U (X, Xy e X E) +
(1_ Xl)[QOl(X2’X3""’ int) - Un(O,XZ,..., Xk’t)]

+ X [0, (X, X5y X, 1) = U (L, X, 0y X, ,1)] (32)

(L= X 90 (X0u Xy peey Xy t) = U (X, Xy ey X, 4,0,1)]
+ X, [0, (X, Xy ey X o ) = U (X, Xy ey X, 1, 1)]

where N=0,1,2,...

Not that, in special case at one dimensional the iterations formula of initial solution U, is:
u: (X, ) =up (X,t) + (1= x)[gq (1) —un (0,1)] + x[g, (1) —up (1,1)] ,n=012,. (3.3)
where, g,(t) =un(0,t) ,g, () =upL1).

It is clear that the new initial successive solutions U in Eqg. (3.3) satisfying initial and boundary
conditions such as:

if x=0 then upn(0,t)=g,(t),
if x=1 then up(Lt)=g,(t),
if t=0 then up(x,0)=up(x0).

Now; by using Eg.(3.2) we can be rewritten Eqg. (3.1) in a new formulation to obtain the correct
functional as:
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U, (X Xy e X 8) = U (X, X, e X, o) +

t « % (3.4
j/‘t(t,s)(Lun (X,s Xy ey X s S) + NU (X, Xy 5000y X5 S) — G(X,, Xy y0s X, 5 S)) DS,

0

such treatment is very effective as shown in this paper.

4. Examples:

Example 1: Consider the two-dimensional initial boundary value problem [Noor M.A. and Mohyud-
Din S.T.(2008)]:

un:%yzuxx+%x2uyy, 0<x,y<l t>0.

with boundary conditions

u(o,y,t)=y’", u@,y,t)=0+y*e™,
u(x,0,t) = x’", u(x,Lt)=(1+x*)e™,

and the initial conditions
u(x,y,0) = x> +y?, u,(x,y,0) =—(x* + y?).
Which has the exact solution u(X, y,t) = (x* + y*)e™.

The solution by formula(3. 1):
According to the variational iteration method, we have a correction functional as follows:

‘ ou, 1 ,0°u, 1,0
u,.. (X y,t) =u (% y,t)+ [ At,s Lyt x*—")ds.
n+1( y ) n( y ) E'; ( )( asz 2 y axz 2 ayz )
where U is considered as a restricted variation. A =s—t, which yields the following iteration
Making the above functional stationary, the formula:

Lagrange multiplier can be determined as

1 ,0U

_ n

y 1,0,
2° ox* 2 oy’

2
0 : - )ds. (@.1)

(00 =0, 0000+ [ 6 -0

Now, we begin with the initial approximation:
Uy (X, Y, 1) = (X + y*) = (X" + y)t.
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By the variational iteration formula (3.1), we have:
2 2 2 2 2 2 tz 2 2 t3
U %Y, =X +y)-(X" +y)t+(X +y )5—(X +y )5,
2 2 2 2 2 2 tz 2 2 t3 2 2 t4
U Y,D=(X"+y) - (X +y)t+ (X" +Yy )5—(X +y )§+(X +y )Z
2 2 tS
_(X +y )E:
2 2 2 2 2 2 t2 2 2 t3 2 2 t4
U; (Y, D) = (X" + Yy ) = (X +y )L+ (X" +y )5—(X +y )§+(X +y )5
—(x* + 2)E+(x2+ 2)E—(x2+ 2)K
Y5 e o
2 2 2 2 2 2 tz 2 2 t3 2 2 t4
U, Y, =X +y) (X +y)t+(X" +y )5—(X +y )§+(X +y )I

tS 7 8

2 2 2 2 t6 2 2 t 2 2 t
Y)Y YD) (YD) g

—(><2+y2)ﬁ
8! 9’

2 2 2 2 2 2 t’ 2 2 t’ 2 2 tf 2 2 t’
U6 YD =0 +y) =+ Y+ O 4y ) = (Y )2+ (X 4y ) 3 =+ Y )5

tl() tll

2 2 t6 2 2 t7 2 2 t8 2 2 t9 2 2 2 2
+(XHY) ==X+ Y) =+ (X +Y) ==X+ Y )=+ (X + Y ) —— (X" + :
( Y)6! ( Y)7! ( Y)8! ( Y)9! ( y)10! ( Y)H!

The series solution is given by:

2t ottt ottt
_ 2 2 _ - - -
ux, y,H=(x"+y ) -t+ T + 23 + a7 +...).

and in a closed form by:

u(x,y,t)=(x*+y*e".

which is in full agreement with [Wazwaz A.M. (2000)].

The solution by formula (3.4):

By applying a new approximations U: in Eq. (3.2) we obtain:
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U:(X, y’t) =Uu, (X’ yat) + (1 - X)[yze_t —Uu, (O’ y:t)] + X[(I + y2)e—t —Uu, (1: y:t)]
+(1-y)[x’e" —u (x,0,0)]+ y[1+x*)e™ —u_(x,1,t)].

Then from Eq. (4.1) we have a correction functional as follows:

o'us 1 ,0u 1 ,0u
n __y _“__X __n
6’ 27 o 20 oy

Uy (X, Y,1) = U5 (X, Y, 1) + [ (s —t)( )ds. 4.2)

Now, we begin with a new initial approximation U; :

2 2 2 2 2 —t 2 2 2, —t
U6y = (X" +yT) = (< +y )+ (- xly"e " —y” +y U+ X1+ y e

-1+ y2) +(1+ y2)t] +(1- y)[xze_t X% s x2t] + y[(x2 + l)e_t - (x2 +1) + (x2 + Dt].

—t —t 2 —t 2 —t
=—X—-y+Xe +ye +Xe +ye +(X+yHt
By using the variational iteration formula (4.2), we obtain the exact solution as soon as:

u(xy,t)y=(+y*)e".

i.e. we obtain the exact solution from the first iteration.

Example 2: Consider the two-dimensional
nonlinear inhomogeneous initial boundary value
problem [Noor M.A. and Mohyud-Din S.T. (2008)]:

un:2x2+2y2+1?5(xujx+yujy), 0<x,y<l, t>0,

with boundary conditions:

u0,y,H=yt"+yt’,  u,y,t)y=(1+y )t + 1+,
u(x,0,t) = x’t* + xt°, u(x,1,t) =1+ x*)t* + 1+ x)t°,

and the initial conditions:
u(X’ y’O) = O’ ut(X7 y’O) = 0'

Which enjoys exact solution U(X, y,t) = (x> + y>)t* + (X + y)t°.
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The solution by formula (3.1):

The correct functional is given as:

2 2.2 2 .2
t o'up 15 07up 0°Up 2 2
Uy (X Y51 = T AL, s)( - (X +Yy )= 2(X" +y7))s.
n-+l1 0 882 7 8X2 6y2
where Un is considered as a restricted variation. Lagrange multiplier can be determined as
Making the above functional stationary, the fl: Sl_t’ which yields the following iteration
ormula:
t d’up 15 d'uy  dup s
U (X Y1) = [ (s =) - (X +y )= 2(x" +y"))ds. (4.3)
n+1 0 682 ) 6X2 ayz

Now, we begin with the initial approximation U, (X, Y,t) =0. By variational iteration formula (3.1), we have:

u, (X, y,t) = (x* + y*)t’,

u,(X, y,t) = (x> + y*)t* + (x + y)t’.

The solution is obtained as U (X, Y,t) = (X* + y*)t* + (X + y)t°, which is in full agreement with [Wazwaz
A.M. (2000)].

The solution by formula (3.4):

We applying a new approximations U: in Eq.(3.2) so we obtain:
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Uy (X, Y, 1) = U, (%, Y, 0) + (1= X)[y’t" + yt* —u, (0, y, D]+ X[(1 + y*)t’
+(1+yt° —u (1, y,0)]+1A—y)[Xt* + xt* —u_(x,0,1)]
+ Y[A+ X + 1+ X)t° —u_(X,L1)].

Then from Eq. (4.3) we have the following iteration formula:

o%u; BEPS ou’  du

+ ") —2(x* + y*))ds.
= 2 %5 yayz) (X +y))

U, (%, y.0 = [ (s -t

Now, we begin with a new initial approximation U; :

Uy (X, Y,t) = (1=X)[y’t" + yt° T+ X[(1+ y*)t* + (1 + y)t°]
+ (1= y)[X°t + xt° ]+ y[(1+ x*)t* + 1+ x)t°].

By using the variational iteration formula (4.4), we have immediately exact solution:
u (X, y,t) = (x> + y)t’ + (x+ y)t’.

i.e. we obtained the exact solution from a first iteration.

Example 3 : u(o,t) =g, (t), 0<t<T,

Consider the one-dimensional convection- u(l,t) =0, (t) , 0<t<T,
diffusion equation [Dehghan M.(2005)]:

and the initial conditions

u +au, =oau,,, O0<x<l, O<t<T,

u(x,0) = f(x), 0<x<],

with boundary conditions

where:

65

(4.4)



Elaf Jaafar Ali New treatment of the ....

2
f(x)=exp —% ,

For which the exact solution is:

20 (X=2-0.8t)2
u(x,t)= exp| —
20+t 0.4(t + 20)

20 2(5+ 212
go(t) = eXp| —
20+t 5(t+20)

20 (5 + 4t)°
gl(t) = CXp| — s
20+t 10(t + 20)

The solution by formula (3.1):

According to the variational iteration method we have a correction functional as follows

h ou ou o
Up (X, 1) = U, (X, 1) + [ A(X, S) (2 + 0.8~ 0.1-—)ds.
0 ot 0S 0S
Where Un is considered as a restricted variation. A= —1/ a= —5/ 4 , which yields the following
Making the above functional stationary, the iteration formula:
Lagrange multiplier can be determined as
5% du ou o’u
U, (61 =U, () == [ (> +0.8—=—0.1—)ds. (4.5)
45 ot 0s 0s

Now, we begin with the initial approximation:

20 2(5+2t)2
U(0,t) = || ——— exp| — 2
20+t 5(t+20)

By the variational iteration formula (3.1), we have:
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2 (5+2?
J5e 3 120 (874 + 3201

1

3
t+20
(£420) t+20

+ 3200+ 645x ¢ + 1600x + 16x tz)]

(5+202
1+20 (20480000

-2
5

1 1
wy =L [ﬁe

5 1
t+ 20
(t+20) t+ 20

+ 4096000¢ + 307200 + 5152000 ¢ + 540800x £

+ 10240000x + 620000x” + 102407 + 128£* + 206402 £
+ 256x% #* + 20560x £ + 256x £* + 1968000x ¢

+ 467275x% 1))

The solution by formula (3.4):

By applying a new approximations U: in Eq. (3.3) we obtain:

U:(X,t) =Uu, (X’t) + (1 - X)[go(t) —Uu, (Ost)] + X[g1 (t) —Uu, (l’t)]

Then from Eq. (4.5) we have the following iteration formula:

5% ou’ ou’ o’u’
u,,(XtH=u(x,t)—— “+0.8——-0.1—>"
n+1( ) ( ) 4!).( 8t as aSZ

)ds. (4.6)

Now, we begin with a new initial approximation U; :

U;(X,t) = f (X) + (1 - X)[go(t) —Uu, (Oat)] + X[gl (t) —Uu, (Lt)]
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1 ) 2(5+20?
J— (x_z) 1 = =
_. 8 _ 51+ 100
e + (1 —x) [2\/5 7T 20 e
L ( - _(5+4n? _L]
2 10 7 + 200 8
— 2 —_— —
e + x V5 7T 20 S e
by the variational iteration formula (4.6), we have:
u,(x,t) =
1 1 ) S L s p
-—— - t
32 503 [ 1 © 1+ 20
(4207 [ %0
1 2 1
g2 1 ) 1
8 3 2 3
2
te (120 YO t2e i+20 '
1
L i )
120¢ 2
+ 120¢ T 20 t
1 2 1 (5+402
J— (x_z) 1 ——
_ 8 2 a2 10 r+20 2
120¢ T 20 t 64x°\5 e t
1 2
-=(x—2) 1
8 2
+60e T 20 Xt
_2 (5+207 2 (5+20?
— 128 /—5 e 5 t+20 xt2—64 /—5 e 5 t+20 t2
2 (5+202

-L(x—2)2 1 1 1
8 2
12 t+ 24 / t
+ 1200¢ T 20 xt+ 2400¢ T 20
2

2 (54202 Lo 1
—2560y5 ¢ > ‘T2 1 _2400¢ ® t
Vse ¢ {+ 20
1 (5+402 2 (5+20?

— 258025 e 10 (T2 4405805 O (TN 2y
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X

Lo - 2 (5+202
8 . 5 1+20
+ 8000¢ / 0 * 128005 e
1 1 1 (5+402
2 2 10 t+20
160 / — 3500
+ 16000¢ 30 3500x° /5 e
2
- 160006_% o2y I —25600ﬁe_% G
1+ 20
2 (542012
+ 64005 e > 1T20 2

The comparison between the absolute error of the
exact solution with approximation solutions of
standard VIM and another hand with a new

technique which applying a new initial successive
solutions U: in formula (3.4) when t =1 after 10

iterations will be given in Table 2. Also we have a

69

numerical results by finite difference by [Dehghan
M.(2005)] in Table 1. From these Tables, the
numerical results when we apply a new technique
for one-dimensional convection-diffusion equation
have the smallest absolute error, so we conclude the

effectiveness and convenience of the new technique.
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Table 1: Numerical results by finite difference for example (3) at t =1 by [Dehghan M.(2005)]

X Exact value Absolute error | Absolute error | Absolute error
of of of

Second-order Third-order Fourth-order

<10 > <10 ° <10 >

0.1 0.40973191 1.3 2.7 34
0.2 0.43641705 1.1 2.7 3.2
0.3 0.46373468 1.2 2.6 3.1
0.4 0.49159044 1.4 2.6 29
0.5 0.51988016 1.3 2.7 2.7
0.6 0.54849038 1.1 2.4 2.7
0.7 0.57729893 1.4 2.0 2.5
0.8 0.60617562 1.5 2.3 2.2
09 0.63498306 1.7 2.5 2.0

Table 2: Numerical results in this paper for example (3)at t =1.

X Exact value Approximate Approximate Absolute error | Absolute error of
solution of solution of new | of formula (3.1) | new formula (3.4)
formula (3.1) formula (3.4) <10 * <10 ¢
0 0.38376366 0.38376366 0.38376366 0 0
0.1 0.40973191 0.40971813 0.40973658 0.1378 4.67
0.2 | 0.43641705 0.43638153 0.43642477 0.3552 7.72
0.3 | 0.46373468 0.46366669 0.46374378 0.6799 9.10
0.4 | 0.49159044 0.49147653 0.49159911 1.1391 8.67
0.5 | 0.51988016 0.51970452 0.51988673 1.7564 6.57
0.6 | 0.54849038 0.54823520 0.54849322 2.5518 2.84
0.7 | 0.57729893 0.57694544 0.57729671 3.5349 2.22
0.8 | 0.60617562 0.60570544 0.60616764 4.7018 7.98
0.9 | 0.63498306 0.63438026 0.63496966 6.0280 0.1340
1 0.66357768 0.66283180 0.66356094 7.4588 0.1674
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Figd the approximate solutions by formmala (3.4) at t=1 of example (3)

Fig. 1. The suface solution by formula (3.1) of example (3)

&7 .g -y
0‘:0'&"‘.4 g‘.‘

', vl

L7 q -

.“0:0:‘: "0:0
o]

Fig. 2. The surface solution by formula (3.4) of example (3)
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5. Conclusions

In this paper, a very simple but effective to
construct a new initial successive solutions U: by

using initial and boundary conditions together

which explained in formula (3.2) and used it to find
successive approximations U of the solution U in a

new correct functional which explained in Eq.(3.4)
by applying variational iteration method for solving
initial boundary value problems. The construct of
new successive initial solutions can give a more
accurate solution. Some examples are given in this
paper and compared with the standard VIM to
illustrate the effectiveness and convenience of the
new technique. Also we show that the Fig. 2 and 4
explain the good approximate and convergence
solutions for example(3) by using a new technique.
In general the convergence of VIM is studied by
Odibat Z.M. [2010]. Computations in this paper are

performed using maple 13.
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