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Abstract: Nowadays, with advancement of technology and science and expansion of computer 

usage in high-tech calculations, especially in the field of medicine, intelligence systems and in 

particular Neural Networks are becoming of significant importance in automatic diagnosis and 

prognoses of different diseases. This paper presents the diagnosis of thyroid diseases using 

Neural Networks. The genetic algorithm was used to find the optimum network structure with 

high classification accuracy. The experimental results presented for different proportions of 

training/testing groups show a high classification accuracy and convergence in rates. The overall 

accuracy is 100% for training and in range between 96% and 98% for testing. The neural 

networks are simulated using MATLAB. While thyroid disease datasets are taken from UCI 

machine learning dataset. 
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1. Introduction. 

Neural Networks (NNs) techniques have recently been applied to many medical 

diagnosis problems [1-4]. But there has not been a significant use in a hospital or clinic routinely 

[1]. The reason is that people don't think machines to be much reliable when it comes to 

diagnosis of a disease. But, soft computing tools like NNs, Fuzzy Logic (FL) , and Genetic 
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Algorithm (GA), can do well to ease and complement the work of medical experts [5, 6]. They 

can help to filter out the real patients, which will reduce the costs and time required for 

diagnosis. The doctors can then provide all their attention to the actual patients [7]. 

The thyroid is one of the largest endocrine glands in the body. This gland is found in the 

neck below the mouth and at approximately the same level as cricoids cartilage. The thyroid 

gland produces two active hormones, levothyroxine (abbreviated T4) and triiodothyroine 

(abbreviated T3). These hormones are important in the production of proteins, in the regulation 

of the body temperature, and in overall energy production and regulation [8]. The thyroid gland 

is prone to several very distinct problems, some of which are extremely common. Production of 

too little thyroid hormone causes hypothyroidism or production of too much thyroid hormone 

causes hyperthyroidism [4, 8]. Since the thyroid hormones are responsible for large part of 

body's metabolisms, thyroid performance is directly affective on most of our organisms. 

Therefore, fast and accurate recognition of thyroid diseases are of great important classification 

problem [4, 8].  

Various new methods, such as pattern recognition techniques, fuzzy classifiers, artificial 

immune recognition system, neural networks, neuro fuzzy, genetic algorithm etc, have been used 

to diagnose thyroid disease [4, 9-13]. 

The Paper are organized as follows, in section two the description of the thyroid dataset is 

introduced while section three is dedicated to a brief review on techniques used (NNs and GA).  

The obtained experimental results in application are given in section four. Discussions and 

comparisons with previous work can be found in section four. Finally, Section five presents the 

conclusions. 
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2. Description of Thyroid Dataset. 

The title of the data-set is a thyroid gland database taken from the UCI machine learning 

respiratory was used as one of the benchmark datasets for testing classifiers [1]. 

The thyroid dataset includes 215 instances. Each instance has five attributes plus the class 

attribute. All samples have five features. These are: T3, Total Serum thyroxin, Total serum 

triiodothyronine, Basal thyroid-stimulating hormone (TSH), and Maximal absolute difference of 

TSH value after injection of 200 micro grams of thyrotropin-releasing hormone as compared to 

the basal value. 

All attributes are continuous. Each of the instances has to be categorized into one of the three 

classes: Class 1: normal (150 instances), Class 2: hyperthyroidism (35 instances), Class 3: 

hypothyroidism (30 instances) functioning. 

3. View on Neural Networks and Genetic Algorithm. 

In this research, a multilayer neural network structure of three layers; the input layer with five 

neurons equal to the number of the dataset features, one hidden layer which its neurons will be 

determined by the GA, and the output layer with only one neuron; that using a type of second 

order approach as a training algorithm is used for diagnosing thyroid disease. The GA is used to 

find an optimum network. These two techniques will be illustrated in details at the next 

subsections and the general steps of this approach algorithm will be listed in the third subsection. 

3.1. Neural Networks 

One of the neural network structures that have been widely used is the feed forward network, 

where network connections are allowed only between the nodes in one layer and those in the 

next layer. The Back Propagation algorithm (BPA) is widely used for training the network [15]. 

However, it has to take too many steps to train the network, and the weights are calculated step 
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by step. Commonly known heuristic approaches such as momentum, variable learning rate, or 

stochastic learning lead only to a slight improvement. [16,17]. A significant improvement on 

realization performance can be observed by using various second order approaches [16]. The 

Levenberg-Marquardt (LM) optimization technique is widely accepted as the most efficient one 

in the sense of realization accuracy [18]. It gives a good compromise between the speed and the 

stability of the steepest descent method. 

3.2. Genetic Algorithms 

GA is a search technique to find approximate solutions to optimization problems. It is a global 

search technique and a particular class of evolutionary algorithms. From biological sciences, 

evolutionary processes have been borrowed and translated to efficient search and design 

strategies. Three basic genetic operators guide this search: selection, crossover, and mutation. 

Genetic Algorithms (GAs) use these strategies to find an optimum solution for any multi-

dimensional problem [20, 21]. 

3.3. The approach Algorithm. 

The algorithm of this approach will be listed and explained in the following steps: 

1. Coding (determine the chromosomes of the GA): Each chromosome will have four 

genes that represent the number of neurons in the hidden layer, values of the training 

parameters ( , , and ). The first gene is integer while the others genes are 

real. 

2. Population Initialization: The population of the individuals (chromosomes) will be 

initialized randomly in some pre-specified ranges, for this approach, the size of the population 

is set to 50 individuals. 
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3. Chromosomes Evaluating (Fitness Function of the GA): The whole goal is to get high 

classification accuracy with optimum NN that has a minimum number of neurons with lower 

training epochs. Thus our fitness function is as in equation (7). 

         (7) 

where,   is the error function of the neural network,    number of neurons at the hidden 

layer,  maximum number of neurons possible at the hidden layer,  number of 

iterations needed by network for convergence,  the maximum number of 

iterations will be proposed for convergence which here is determined by 100. Finally,  is 

the classification accuracy which is calculated as in equations (8) and (9). 

                (8) 

              (9) 

where  is the set of data items to be classified (the test set), ,  is the class of the item 

,  returns the classification of  by the neural network individual. 

4. Reproduction (GA search): The time of the GA search is get after the population 

initialization and evaluation of each individual by the fitness function. The basic genetic 

operators guide this search are:  

4.1 Selection: Selection is an important operation. A combination between two selected 

techniques; Ranking and Tournament will be used to select the two parents. 

4.2 Crossover: For each genetic cycle, the two selected parents will be recombined by 

using the uniform crossover to produce one child with probability . 

4.3. Mutation: Each gene in the chromosome that obtained by the crossover will be muted 

by adding a value generated randomly in some range. 
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4.4. Replacement: After evaluating the new individual produced from the crossover and 

mutation, a selected individual of worse fitness will be replaced by the new individual 

under some condition. 

5. Termination Conditions (GA Convergence): The proposed GA is iterated until either the 

number of the genetic cycles reaches to the predetermined maximum cycle’s number which in 

this work is set to 100 cycles or the first half of the finest part of the population is not changed 

for some cycles that set for 10 in this work. 

4. Experimental Results. 

In order to compare the performance of the genetic neural network techniques, firstly, data set is 

normalized and split into groups of training set and testing set. The splitting process will be done 

randomly three times with specific proportion at each time (10% to 90%, 30% to 70% , and 50% 

to 50%) in order to form different training/testing groups. Table I shows the number of instances 

that used as training set and testing set for each group.  

For each training/testing pair the GA will be applied five times to find the optimum network 

topology that gives a high accuracy. In the experiment, MATLAB software is used to design and 

test neural network. Table II shows the results obtained by each group, while Figure I,II, and III 

show the training curve for the best network for each group  

The classification accuracies obtained by this and other studies for the selected thyroid disease 

dataset were presented in Table III. 

5. Discussion and Conclusion. 

This paper presents a study on thyroid disease diagnosis by using neural networks with second 

order training algorithm. The genetic algorithm was used to find the optimum network structure 

with high classification accuracy. Three different proportions of training/testing groups are 
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formed. According to the results, it was seen that neural network structures could be successfully 

used to help diagnosis of thyroid disease. Another important thing emphasized here is the 

generalization ability of the networks. Hence, the performance of a neural network for inputs that 

are not in the training set can be seen. The experimental results at Table II show a high 

classification accuracy and convergence in rates for the different training/testing groups; overall 

accuracy of diagnosis is 100% for training and in range between 96% and 98% for testing.  

The proposed method achieved the highest accuracy rate when comparing the related previous 

studies except that which using genetic algorithm also [13] and it is improved by 1.77 and 3.46 

in comparison with the two studies before the last one [11, 12].  
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Group Number Training Set Testing Set Total 

1 21 194 215 

2 64 151 215 

3 107 108 215 

Table I: Number of instances for each training/testing group. 

 

 

 
 

      
 

 

 
 

1 

6 0.067 6 0.116 100 2.74E-11 100% 96.91% 

6 0.021 2 0.205 49 2.22E-13 100% 96.91% 

6 0.006 4 0.300 35 1.91E-13 100% 96.39% 

5 0.017 7 0.101 28 8.07E-13 100% 96.91% 

6 0.084 10 0.283 67 9.57E-13 100% 97.42% 

2 

7 0.068 3 0.102 21 4.93E-13 100% 97.35% 

6 0.043 10 0.501 65 9.31E-13 100% 97.35% 

6 0.058615 10 0.25036 29 3.14E-13 100% 96.69% 

5 0.031 9 0.745 64 3.56E-13 100% 97.35% 

5 0.047 7 0.621 57 7.20E-13 100% 97.35% 

3 

8 0.021 7 0.321 73 9.05E-13 100% 97.22% 

8 0.070 8 0.702 100 2.62E-11 100% 98.15% 

12 0.083 4 0.359 48 5.35E-13 100% 97.22% 

6 0.032 5 0.163 22 1.94E-13 100% 97.22% 

14 0.037 5 0.259 63 9.29E-13 100% 97.22% 

Table II: Experimental results show the optimum network by the marker rows for each group. 
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Figure I: Training curve of the best Network for group #1. 

 

 

Figure II: Training curve of the best Network for group #2. 

 

 

Figure III: Training curve of the best Network for group #3. 
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Gallagher, Lee, and 

Patterson 

(1996) 

MIPM 81.8% 

Ozyilmaz and 

Yildirım 

(2002) 

MLNN with BP 

MLNN with FBP (momentum) 

RBF 

CSFNN 

86.33% 

89.80% 

79.08% 

91.14% 

Polat, Sahan, 

and Gunes 

(2007) 

ARIS 

ARIS with fuzzy weighted pre-

processing 

81.00% 

85.00% 

Temurats 

(2009) 

MLNN with LM 

LVQ 

PNN 

93.08% 

90.05% 

94.62% 

Senol and Yilidrim 

(2009) 

ANFIS 

Fuzzy-MLP 

Fuzzy-RBF 

Fuzzy-CSFNN 

71.4% 

88.53% 

81.54% 

92.93% 

Saiti and Others PNN with GA feature selection 100% 

Proposed Method 

GNN with LM (group #1) 

GNN with LM ( group #2) 

GNN with LM ( group #3) 

96.91% 

97.22% 

97.41% 

Table III: Classification accuracies obtained by this study with classification accuracies 
obtained by other studies 
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