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#### Abstract

In this paper we prove three theorems to introduce a new method for finding the general solution ( without using any initial conditions ) of the linear ordinary differential equations ( LODEs ) and for the systems of two linear ordinary differential equations with constant coefficients using the integral transform Laplace transform with the aid of the residues and then we prove another two theorems to show that the integral transform Sumudu transform can be used exactly equivalently to Laplace transform in finding the general solutions for these two types of differential equations .


في هذا البحث أثبتــا ثلاثـة مبر هنـات لنقدم طريقة لإيجـاد الحل العـام (بدون استخدام أي شروط حدوديـة ) لكل مـن : المعادلة التفاضلية الاعتيادية الخطية ذات المعاملات الثابتة و نظام متكون من معادلتين تفاضليتين اعتياديتين خطيتين ذي معاملا ت ثابتـة باستخدام التحويل التكاملي تحويل لابـلاس ومسـاعدة الرواسب , ثم أثبتنـا مبر هنتين اخريتين ليــان أن استخدام التحويل النكاملي تحويل سامودو يكون مكافئ إلى استخدام تحويل لابلاس في إيجاد الحل العـام لهـين النو عين من

> المعادلات .

## 1 . Introduction

Laplace transform has played an important role in both pure and applied mathematics see for example [1] , [2] and [3], it is particularly effective in the study of initial value problems involving linear differential equations with constant coefficients and has enjoyed much success in this realm . We know that Laplace transform is defined for a function $f(t)$ by

$$
\begin{equation*}
F(s)=L[f(t)]=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{1.1}
\end{equation*}
$$

It is known that a lot of work has been done on the theory and applications of Laplace transform , but very little on Sumudu transform, because it is little known. Our interest with the Sumudu transform also comes from the fact that this new transform can certainly treat most problems that are usually treated by Laplace transform, in addition the Sumudu transform may be used to solve problems without restoring to a new frequency domain, because it preserves scales and units properties .

The Sumudu transform is introduced in [4] and [5] as follows : Let $A$ is a set of exponential order functions. Then for a given function $f(t)$ in $A$, the Sumudu transform is defined by

$$
\begin{equation*}
F_{1}(u)=S[f(t)]=\int_{0}^{\infty} f(u t) e^{-t} d t, u \in\left(-\tau_{1}, \tau_{2}\right) \tag{1.2}
\end{equation*}
$$

where $\tau_{1}$, and / or $\tau_{2}>0$, also $\tau_{1}$ and $\tau_{2}$ need not simultaneously exist, and each may be infinite . Or by

$$
\begin{equation*}
F_{1}(u)=S[f(t)]=\frac{1}{u} \int_{0}^{\infty} e^{-\frac{t}{u}} f(t) d t, \tag{1.3}
\end{equation*}
$$

provided the integral exists for some $u$.The connection between Laplace and Sumudu transforms is deeper, if $f(t) \in A$ having $F_{1}(u)$ and $F(s)$ for Sumudu and Laplace transforms respectively then

$$
\begin{align*}
& F_{1}(u)=\frac{F(1 / u)}{u}, \\
& F(s)=\frac{F_{1}(1 / s)}{s} . \tag{1.4}
\end{align*}
$$

The pair of relations in (1.4) is called the duality relation .
In [5] some fundamental properties of the Sumudu transform are established and an integral production- depreciation problem solved using the Sumudu transform .

Theorem 1.1 [1]. If $f$ is continuous and $f^{\prime}$ piecewise continuous on [0, $\infty$ ), with $f$ of exponential order $\alpha$ on $[0, \infty)$. If $F(s)=L[f(t)]$ for $\operatorname{Re}(s)=\operatorname{Re}(x+i y)=x>\alpha$, also

$$
\begin{equation*}
|F(s)| \leq \frac{M}{|s|^{p}}, \quad p>0 \tag{1.5}
\end{equation*}
$$

for all $|s|$ sufficiently large and some $p, M>0$, and if $F(s)$ is analytic in $C$ except for finitely many poles at $s_{1}, s_{2}, \ldots, s_{N}$, then

$$
\begin{equation*}
f(t)=L^{-1}[F(s)]=\frac{1}{2 \pi i} \int_{x-i \infty}^{x+i \infty} e^{t s} F(s) d s=\sum_{k=1}^{N} \operatorname{Re} s\left(e^{t s} F(s), s_{k}\right) \tag{1.6}
\end{equation*}
$$

For the Sumudu transform there is an analogue argument [6] that is as follows : Let $F_{1}(u)=S[f(t)]$. If we can find constants $\mu>0, k>0$ in $\Gamma$ such that
i. $\left|\frac{1}{u} F_{1}\left(\frac{1}{u}\right)\right|<\frac{\mu}{R^{k}}$,
ii. $\frac{1}{u} F_{1}\left(\frac{1}{u}\right)$ is meromorphic (i.e. only singularities are poles )
then

$$
\begin{equation*}
f(t)=S^{-1}\left[F_{1}(u)\right]=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \frac{1}{u} F_{1}\left(\frac{1}{u}\right) e^{t u} d u=\sum_{k=1}^{N} \operatorname{Re} s\left(\frac{1}{u} F_{1}\left(\frac{1}{u}\right) e^{t u}, u_{k}\right), \tag{1.8}
\end{equation*}
$$

where $R$ is the radius of the circular region $\Gamma$ while all singularities $u_{1}, u_{2}, \ldots u_{N}$ lie in $\operatorname{Re}(u)<c$.

## 2. The general solution via Laplace transform

In this section we introduce a method for finding the general solution of the LODEs and the systems of two LODEs of order $m$ with constant coefficients by using Laplace transform and the residues without any initial conditions via theorem 2.1, theorem 2.2 and theorem 2.4 .

Now, we shall introduce the main theorem in this paper which represents a direct and simple consequence of a theorem in p. 177 in [7].

Theorem 2.1. Given a function $f(z)=e^{t z} g(z)$, if there exists a positive integer $m$ such that the function

$$
\begin{equation*}
\phi_{k}(z)=\left(z-z_{k}\right)^{m} f(z)=\left(z-z_{k}\right)^{m} e^{t z} g(z), \tag{2.1}
\end{equation*}
$$

is analytic at $z_{k}$ and $\phi_{k}\left(z_{k}\right) \neq 0, t$ is a constant. Then $f$ has a pole of order $m$ at $z_{k}$. Its residue there is given by

$$
\begin{equation*}
\operatorname{Re} s\left(f, z_{k}\right)=\frac{1}{(m-1)!} \lim _{z \rightarrow z_{k}} \frac{d^{m-1}}{d z^{m-1}} e^{t z} \psi_{k}(z) \quad, \text { if } m>1 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re} s\left(f, z_{k}\right)=A e^{t_{k}}, \text { if } m=1, \tag{2.3}
\end{equation*}
$$

where $\psi_{k}(z)$ is analytic function at $z_{k}$ and $A$ is a constant .

Proof . Using relation (3) p. 176 in [7] we have

$$
\begin{align*}
\operatorname{Re} s\left(f, z_{k}\right) & =\frac{1}{(m-1)!} \lim _{z \rightarrow z_{k}} \frac{d^{m-1}}{d z^{m-1}} \phi_{k}(z), \\
& =\frac{1}{(m-1)!} \lim _{z \rightarrow z_{k}} \frac{d^{m-1}}{d z^{m-1}}\left(z-z_{k}\right)^{m} e^{t z} g(z) \tag{2.4}
\end{align*}
$$

Since the conditions in the theorem are satisfied when $g(z)$ has the form

$$
\begin{equation*}
g(z)=\frac{\psi_{k}(z)}{\left(z-z_{k}\right)^{m}} \quad, \quad m=1,2, \ldots \tag{2.5}
\end{equation*}
$$

such that

$$
\begin{equation*}
\phi_{k}(z)=e^{t z} \psi_{k}(z), \tag{2.6}
\end{equation*}
$$

where the function $\psi_{k}(z)$ is analytic at $z_{k}$ and $\psi_{k}\left(z_{k}\right) \neq 0$, then

$$
\operatorname{Re} s\left(f, z_{k}\right)=\frac{1}{(m-1)!} \lim _{z \rightarrow z_{k}} \frac{d^{m-1}}{d z^{m-1}} e^{t z} \psi_{k}(z)
$$

Similarly, if $m=1$ then by using relation (4) p. 176 in [7] we get

$$
\begin{align*}
\operatorname{Re} s\left(f, z_{k}\right) & =\lim _{z \rightarrow z_{k}}\left(z-z_{k}\right) e^{t z} g(z)  \tag{2.7}\\
& =\lim _{z \rightarrow z_{k}} e^{t z} \psi_{k}(z)=A e^{t z_{k}}
\end{align*}
$$

where $A$ is a constant .
Note 1. If $m=1$ in theorem 2.1 then the point $z_{k}$ is called a simple pole of the function $f(z)$.
Note 2 . : Suppose that the notation deg denotes the degree , for example $\operatorname{deg}(r(s))$ is the degree of the polynomial $r(s)$.
Theorem 2.2. Let $Y(s)$ and $\frac{k(s)}{h(s)}$ denote Lapace transforms of the functions $y(t)$ and $f(t)$ respectively and $\operatorname{deg}(h(s))=d$. Also let $y, y^{\prime}$ and $Y$ satisfy the conditions in theorem 1.1. Then the general solution of the LODE of order $m$ with constant coefficients

$$
\begin{equation*}
a_{m} y^{(m)}+a_{m-1} y^{(m-1)}+\ldots+a_{1} y^{\prime}+a_{0} y=f(t), \tag{2.8}
\end{equation*}
$$

where $a_{i}$ 's are constants and $a_{m} \neq 0$, is given by

$$
\begin{equation*}
y(t)=\sum_{k=1}^{N} \operatorname{Re} s\left(\frac{e^{t s} p(s)}{h(s) \sum_{i=0}^{m} a_{i} s^{i}}, s_{k}\right), \tag{2.9}
\end{equation*}
$$

where $p(s)$ is a polynomial of $s$ with degree is less than or equal to $d+m-1$.
Proof. The differential equation (2.8) can be written as

$$
\begin{equation*}
a_{0} y(t)+\sum_{i=1}^{m} a_{i} y^{(i)}(t)=f(t) . \tag{2.10}
\end{equation*}
$$

Taking Laplace transform to both sides of the differential equation (2.10) gives

$$
\begin{equation*}
a_{0} Y(s)+\sum_{i=1}^{m} a_{i} L\left[y^{(i)}(t)\right]=\frac{k(s)}{h(s)} \tag{2.11}
\end{equation*}
$$

Applying the formula of Laplace transform of $y^{(i)}(t)$ where $i \geq 1[2]$ in the differential equation (2.11) gives

$$
\begin{equation*}
Y(s) \sum_{i=0}^{m} a_{i} s^{i}-\sum_{i=1}^{m} \sum_{k=0}^{i-1} a_{i} y^{(k)}(0) s^{i-(k+1)}=\frac{k(s)}{h(s)} . \tag{2.12}
\end{equation*}
$$

Hence, the transformed problem becomes

$$
\begin{equation*}
Y(s)=\frac{k(s)+h(s) r(s)}{h(s) \sum_{i=0}^{m} a_{i} s^{i}}, \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
r(s)=\sum_{i=1}^{m} \sum_{k=0}^{i-1} a_{i} y^{(k)}(0) s^{i-(k+1)}, \tag{2.14}
\end{equation*}
$$

is a polynomial of $s$ its degree is less than or equal to $m-1$. Since it is known from the tables of Laplace transforms, see for example [1] , [2], [3] and [5] that $\operatorname{deg}(k(s))<\operatorname{deg}(h(s))$, therefore we have $\operatorname{deg}(k(s))<\operatorname{deg}(h(s) r(s))$. Hence from equations (2.13) and (2.14) we have

$$
\begin{equation*}
Y(s)=\frac{p(s)}{h(s) \sum_{i=0}^{m} a_{i} s^{i}}, \tag{2.15}
\end{equation*}
$$

where $p(s)$ is a polynomial of $s$ its degree is less than or equal to $d+m-1$ which is less than the degree of the denominator $d+m$. Since $y, y^{\prime}$ and $Y$ satisfy the conditions in theorem 1.1 then by taking the inverse Laplace transform $L^{-1}$ of the equation (2.15) and using relation (1.6) gives the general solution of the differential equation (2.8) as

$$
\begin{align*}
y(t) & =\sum_{k=1}^{N} \operatorname{Re} s\left(e^{t s} Y(s), s_{k}\right), \\
& =\sum_{k=1}^{N} \operatorname{Re} s\left(\frac{e^{t s} p(s)}{h(s) \sum_{i=0}^{m} a_{i} s^{i}}, s_{k}\right) . \tag{2.16}
\end{align*}
$$

Example 2.3. To find the general solution of the third order LODE

$$
\begin{equation*}
y^{\prime \prime \prime}-y^{\prime \prime}+4 y^{\prime}-4 y=68 e^{t} \sin 2 t \tag{2.17}
\end{equation*}
$$

using the residues, we find from the differential equation (2.8) that $m=3, a_{3}=1$, $a_{2}=-1, a_{1}=4, a_{0}=-4$ and $f(t)=68 e^{t} \sin 2 t$. Since

$$
\begin{equation*}
L[f(t)]=68 L\left[e^{t} \sin 2 t\right]=\frac{136}{s^{2}-2 s+5} . \tag{2.18}
\end{equation*}
$$

Therefore $h(s)=s^{2}-2 s+5$. From equation (2.15) and theorem 2.1 we set

$$
\begin{equation*}
g(s)=Y(s)=\frac{p(s)}{\left(s^{2}-2 s+5\right)(s-1)\left(s^{2}+4\right)}, \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
f(s)=e^{t s} Y(s)=\frac{e^{t s} p(s)}{\left(s^{2}-2 s+5\right)(s-1)\left(s^{2}+4\right)} . \tag{2.20}
\end{equation*}
$$

The function $f(s)$ has simple poles $(m=1)$ at the points $1 \mp 2 i, 1$ and $\mp 2 i$. Therefore from relation (2.3) we get

$$
\begin{equation*}
\operatorname{Re} s\left(f, s_{1}=1+2 i\right)=A_{i} e^{t s_{1}}=A_{1} e^{t+2 t i} \tag{2.21}
\end{equation*}
$$

Similarly, from relation (2.3) yields for $k=2,3,4,5$ that the residues of $f$ are $A_{2} e^{t-2 t i}, A_{3} e^{t}$, $A_{4} e^{2 i i}$ and $A_{5} e^{-2 t i}$ at the poles $s_{2}=1-2 i, s_{3}=1, s_{4}=2 i$ and $s_{5}=-2 i$ respectively, $A_{1}, \ldots, A_{5}$ are arbitrary constants. From theorem 2.2 we get

$$
\begin{align*}
y(t) & =\sum_{k=1}^{5} \operatorname{Re} s\left(\frac{e^{t s} p(s)}{\left(s^{2}-2 s+5\right)(s-1)\left(s^{2}+4\right)}, s_{k}\right)  \tag{2.22}\\
& =A_{1} e^{t+2 t i}+A_{2} e^{t-2 t i}+A_{3} e^{t}+A_{4} e^{2 t i}+A_{5} e^{-2 t i} .
\end{align*}
$$

Hence

$$
\begin{equation*}
y(t)=c_{1} e^{t}+c_{2} \cos 2 t+c_{3} \sin 2 t+c_{4} e^{t} \cos 2 t+c_{5} e^{t} \sin 2 t, \tag{2.23}
\end{equation*}
$$

where
$c_{1}=A_{3}, c_{2}=A_{4}+A_{5}, c_{3}=i\left(A_{4}-A_{5}\right), c_{4}=A_{1}+A_{2}$ and $c_{5}=i\left(A_{1}-A_{2}\right)$.
Since the differential equation (2.17) is of the third order then its general solution must contain only three arbitrary constants, therefore if we find $y^{\prime}, y^{\prime \prime}$ and $y^{\prime \prime \prime}$ from equation (2.23) and substitution in (2.17) we get $c_{4}=-2$ and $c_{5}=-8$. Hence the general solution of the differential equation (2.17) is

$$
\begin{equation*}
y(t)=c_{1} e^{t}+c_{2} \cos 2 t+c_{3} \sin 2 t-2 e^{t} \cos 2 t-8 e^{t} \sin 2 t \tag{2.24}
\end{equation*}
$$

where $c_{1}, c_{2}$ and $c_{3}$ are arbitrary constants .
Theorem 2.4. Let $X(s), Y(s), \frac{k_{1}(s)}{h_{1}(s)}$ and $\frac{k_{2}(s)}{h_{2}(s)}$ be Laplace transforms of the functions $x(t), y(t), f_{1}(t)$ and $f_{2}(t)$ respectively, $\operatorname{deg}\left(h_{1}(s)\right)=d_{1}$ and $\operatorname{deg}\left(h_{2}(s)\right)=d_{2}$, also let $x, y, x^{\prime}, y^{\prime}, X$ and $Y$ satisfy the conditions in theorem 1.1. Then for the system of two LODEs of order $m$ with constant coefficients of the form

$$
\begin{align*}
& a_{m} x^{(m)}+b_{m} y^{(m)}+a_{m-1} x^{(m-1)}+b_{m-1} y^{(m-1)}+\ldots+a_{0} x+b_{0} y=f_{1}(t),  \tag{2.25}\\
& a_{m}^{\prime} x^{(m)}+b_{m}^{\prime} y^{(m)}+a_{m-1}^{\prime} x^{(m-1)}+b_{m-1}^{\prime} y^{(m-1)}+\ldots+a_{0}^{\prime} x+b_{0}^{\prime} y=f_{2}(t),
\end{align*}
$$

where $a_{i}, a_{i}^{\prime}, b_{i}$ and $b_{i}^{\prime}$ are constants for $i=0,1, \ldots, m$. Then we have
i. $\quad X(s)$ and $Y(s)$ have the same poles and their orders are the same .
ii. The general solution of the system (2.25) is given by the pair

$$
\begin{align*}
& x(t)=\sum_{j=1}^{N} \operatorname{Re} s\left[\frac{e^{t s} p(s)}{h_{1}(s) h_{2}(s) \sum_{i=0}^{2 m} e_{i} s^{i}}, s_{j}\right],  \tag{2.26}\\
& y(t)=\sum_{j=1}^{N} \operatorname{Re} s\left[\frac{e^{t s} q(s)}{h_{1}(s) h_{2}(s) \sum_{i=0}^{2 m} e_{i} s^{i}}, s_{j}\right],
\end{align*}
$$

where $p(s)$ and $q(s)$ are polynomials of $s$ each with a degree is less than or equal to $d_{1}+d_{2}+2 m-1$ and

$$
\begin{equation*}
e_{i}=\sum_{k=0}^{i}\left[a_{k} b_{i-k}^{\prime}-a_{k}^{\prime} b_{i-k}\right], \tag{2.27}
\end{equation*}
$$

$i=0,1, \ldots, 2 m$ and $a_{i}=b_{i}=a_{i}^{\prime}=b_{i}^{\prime}=0$ for $i=m+1, m+2, \ldots, 2 m$.
Proof. The system (2.25) can be written as

$$
\begin{align*}
& a_{0} x(t)+\sum_{i=1}^{m} a_{i} x^{(i)}(t)+b_{0} y(t)+\sum_{i=1}^{m} b_{i} y^{(i)}(t)=f_{1}(t)  \tag{2.28}\\
& a_{0}^{\prime} x(t)+\sum_{i=1}^{m} a_{i}^{\prime} x^{(i)}(t)+b_{0}^{\prime} y(t)+\sum_{i=1}^{m} b_{i}^{\prime} y^{(i)}(t)=f_{2}(t)
\end{align*}
$$

By taking Laplace transform to both sides of the two differential equations in the system (2.28) and using $L\left[x^{(i)}(t)\right]$ and $L\left[y^{(i)}(t)\right]$ for $i \geq 1$ yields the system

$$
\begin{align*}
& \left(\sum_{i=0}^{m} a_{i} s^{i}\right) X(s)+\left(\sum_{i=0}^{m} b_{i} s^{i}\right) Y(s)=\frac{k_{1}(s)+h_{1}(s) r_{1}(s)}{h_{1}(s)},  \tag{2.29}\\
& \left(\sum_{i=0}^{m} a_{i}^{\prime} s^{i}\right) X(s)+\left(\sum_{i=0}^{m} b_{i}^{\prime} s^{i}\right) Y(s)=\frac{k_{2}(s)+h_{2}(s) r_{2}(s)}{h_{2}(s)},
\end{align*}
$$

where

$$
\begin{equation*}
r_{1}(s)=\sum_{i=1}^{m} \sum_{k=0}^{i-1}\left[a_{i} x^{(k)}(0)+b_{i} y^{(k)}(0)\right] s^{i-(k+1)}, \tag{2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{2}(s)=\sum_{i=1}^{m} \sum_{k=0}^{i-1}\left[a_{i}^{\prime} x^{(k)}(0)+b_{i}^{\prime} y^{(k)}(0)\right] s^{i-(k+1)} \tag{2.31}
\end{equation*}
$$

are polynomials of $s$ each with a degree is less than or equal to $m-1$. Solving the two equations in the system (2.29) simultaneously and some simplifications gives the pair

$$
\begin{align*}
X(s)= & \frac{1}{h_{1}(s) h_{2}(s) \sum_{i=0}^{2 m} e_{i} s^{i}}\left[\left\{k_{1}(s) h_{2}(s)+h_{1}(s) h_{2}(s) r_{1}(s)\right\} \sum_{i=0}^{m} b_{i}^{\prime} s^{i}-\left\{k_{2}(s) h_{1}(s)\right.\right. \\
& \left.\left.+h_{1}(s) h_{2}(s) r_{2}(s)\right\} \sum_{i=0}^{m} b_{i} s^{i}\right],  \tag{2.32}\\
Y(s)= & \frac{1}{h_{1}(s) h_{2}(s) \sum_{i=0}^{2 m} e_{i} s^{i}}\left[\left\{k_{2}(s) h_{1}(s)+h_{1}(s) h_{2}(s) r_{2}(s)\right\} \sum_{i=0}^{m} a_{i} s^{i}-\left\{k_{1}(s) h_{2}(s)\right.\right. \\
& \left.\left.+h_{1}(s) h_{2}(s) r_{1}(s)\right\} \sum_{i=0}^{m} a_{i}^{\prime} s^{i}\right],
\end{align*}
$$

where $e_{i}$ is defined as in equation (2.27). It is clear from the system (2.32) that $X(s)$ and $Y(s)$ have the same poles and their orders are the same. Since

$$
\begin{equation*}
\operatorname{deg}\left(k_{i}(s)\right)<\operatorname{deg}\left(h_{i}(s)\right), \quad i=1,2 \tag{2.33}
\end{equation*}
$$

then the system (2.32) can be written , by using relations (2.30) and (2.31) , as

$$
\begin{align*}
& X(s)=\frac{p(s)}{h_{1}(s) h_{2}(s) \sum_{i=0}^{2 m} e_{i} s^{i}}, \\
& Y(s)=\frac{q(s)}{h_{1}(s) h_{2}(s) \sum_{i=0}^{2 m} e_{i} s^{i}}, \tag{2.34}
\end{align*}
$$

where $p(s)$ and $q(s)$ are polynomials of $s$ each with degree is less than or equal to $d_{1}+d_{2}+2 m-1$ , because

$$
\begin{align*}
\operatorname{deg}(p(s)) & =\operatorname{deg}\left(h_{1}(s)\right)+\operatorname{deg}\left(h_{2}(s)\right)+\operatorname{deg}\left(r_{1}(s)\right)+m \\
& =\operatorname{deg}\left(h_{1}(s)\right)+\operatorname{deg}\left(h_{2}(s)\right)+\operatorname{deg}\left(r_{2}(s)\right)+m  \tag{2.35}\\
& \leq d_{1}+d_{2}+2 m-1 .
\end{align*}
$$

It is clear that $\operatorname{deg}(q(s))=\operatorname{deg}(p(s))$. Since $x, y, x^{\prime}, y^{\prime}, X$ and $Y$ satisfy the conditions in theorem 1.1 then by taking $L^{-1}$ to both sides of the two equations in the system (2.34) and using the relation (1.6) then the general solution of the system (2.25) is the system (2.26) .

Example 2.5. Suppose we have the system of two LODEs

$$
\begin{align*}
& x^{\prime \prime}+4 x+y=\sin ^{2} t,  \tag{2.36}\\
& y^{\prime \prime}+y-2 x=\cos ^{2} t .
\end{align*}
$$

By comparing it with the system (2.25) we find that $m=2, a_{2}=1, a_{0}=4, b_{0}=1, b_{2}^{\prime}=1$, $a_{0}^{\prime}=-2, b_{0}^{\prime}=1, b_{2}=a_{1}=b_{1}=a_{2}^{\prime}=a_{1}^{\prime}=b_{1}^{\prime}=0, f_{1}(t)=\sin ^{2}(t)$ and $f_{2}(t)=\cos ^{2}(t)$. Since

$$
\begin{equation*}
L\left[f_{1}(t)\right]=L\left[\sin ^{2} t\right]=\frac{2}{s\left(s^{2}+4\right)} \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left[f_{2}(t)\right]=L\left[\cos ^{2} t\right]=\frac{s^{2}+2}{s\left(s^{2}+4\right)} \tag{2.38}
\end{equation*}
$$

then $h_{1}(s)=h_{2}(s)=s\left(s^{2}+4\right)$. From relation (2.27) with $a_{i}=b_{i}=a_{i}^{\prime}=b_{i}^{\prime}=0$ for $i=3,4$ we have

$$
\begin{equation*}
\sum_{i=0}^{2 m} e_{i} s^{i}=\sum_{i=0}^{4} \sum_{k=0}^{i}\left[a_{k} b_{i-k}^{\prime}-a_{k}^{\prime} b_{i-k}\right] s^{i}=s^{4}+5 s^{2}+6=\left(s^{2}+2\right)\left(s^{2}+3\right) . \tag{2.39}
\end{equation*}
$$

From the first equation of the system (2.34) and theorem 2.1 we set

$$
\begin{equation*}
g(s)=X(s)=\frac{p(s)}{s^{2}\left(s^{2}+4\right)^{2}\left(s^{2}+2\right)\left(s^{2}+3\right)}, \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
f(s)=e^{t s} X(s)=\frac{e^{t s} p(s)}{s^{2}\left(s^{2}+4\right)^{2}\left(s^{2}+2\right)\left(s^{2}+3\right)} . \tag{2.41}
\end{equation*}
$$

The function $f(s)$ has simple poles $(m=1)$ at the points $\sqrt{2} i,-\sqrt{2} i, \sqrt{3} i$ and $-\sqrt{3} i$ and poles of order $m=2$ at the points $2 i,-2 i$ and 0 . From relation (2.3) yields for $k=1,2,3,4$ that the residues of $f$ are $A_{1} e^{\sqrt{2} t i}, A_{2} e^{-\sqrt{2} t i}, A_{3} e^{\sqrt{3} t i}$ and $A_{4} e^{-\sqrt{3} t i}$ at the poles $s_{1}=\sqrt{2} i, s_{2}=-\sqrt{2} i$, $s_{3}=\sqrt{3} i$ and $s_{4}=-\sqrt{3} i$ respectively. For $k=5$ then from relation (2.2) yields that

$$
\begin{align*}
\operatorname{Re} s\left(f, s_{5}=2 i\right) & =\frac{1}{(2-1)!} \lim _{s \rightarrow s_{5}} \frac{d}{d s} e^{t s} \psi_{5}(s) \\
& =\lim _{s \rightarrow 2 i}\left[e^{t s} \psi_{5}^{\prime}(s)+t e^{t s} \psi_{5}(s)\right]  \tag{2.42}\\
& =A_{5} e^{2 t i}+A_{6} t e^{2 t i} .
\end{align*}
$$

Similarly, using relation (2.2) for $k=6,7$ then the residues of $f$ are $A_{7} e^{-2 t i}+A_{8} t e^{-22 i}$ and $A_{9}+A_{10} t$ at the poles $s_{6}=-2 i$ and $s_{7}=0$ respectively. From the first equation of the system (2.26) we get that

$$
\begin{align*}
x(t) & =\sum_{j=1}^{7} \operatorname{Re} s\left(\frac{e^{t s} p(s)}{s^{2}\left(s^{2}+4\right)^{2}\left(s^{2}+2\right)\left(s^{2}+3\right)}, s_{j}\right)  \tag{2.43}\\
& =A_{1} e^{\sqrt{2} t i}+A_{2} e^{-\sqrt{2} t i}+A_{3} e^{\sqrt{3} t i}+A_{4} e^{-\sqrt{3} t i}+A_{5} e^{2 t i}+A_{6} t e^{2 t i}+A_{7} e^{-2 t i}+A_{8} t e^{-2 t i}+A_{9}+A_{10} t,
\end{align*}
$$

where $A_{1}, \ldots, A_{10}$ are arbitrary constants. Thus after simplification we get

$$
\begin{align*}
x(t)= & c_{1} \cos \sqrt{2} t+c_{2} \sin \sqrt{2} t+c_{3} \cos \sqrt{3} t+c_{4} \sin \sqrt{3} t+\mathrm{c}_{5} \cos 2 t+c_{6} \sin 2 t+c_{7} t \cos 2 t  \tag{2.44}\\
& +c_{8} t \sin 2 t+c_{9}+c_{10} t
\end{align*}
$$

where
$c_{1}=A_{1}+A_{2} \quad, \quad c_{2}=i\left(A_{1}-A_{2}\right), \quad c_{3}=A_{3}+A_{4}, \quad c_{4}=i\left(A_{3}-A_{4}\right), c_{5}=A_{5}+A_{7}, \quad c_{6}=i\left(A_{5}-A_{7}\right)$, $c_{7}=A_{6}+A_{8}, c_{8}=i\left(A_{6}-A_{8}\right), c_{9}=A_{9}, c_{10}=A_{10}$.

Similarly, from the second equation of the system (2.26) and using (i) of theorem 2.4 then $y(t)$ can be written as

$$
\begin{align*}
y(t)= & d_{1} \cos \sqrt{2} t+d_{2} \sin \sqrt{2} t+d_{3} \cos \sqrt{3} t+d_{4} \sin \sqrt{3} t+\mathrm{d}_{5} \cos 2 t+d_{6} \sin 2 t+d_{7} t \cos 2 t  \tag{2.45}\\
& +d_{8} t \sin 2 t+d_{9}+d_{10} t
\end{align*}
$$

where
$d_{1}=A_{1}^{\prime}+A_{2}^{\prime}, d_{2}=i\left(A_{1}^{\prime}-A_{2}^{\prime}\right), d_{3}=A_{3}^{\prime}+A_{4}^{\prime}, d_{4}=i\left(A_{3}^{\prime}-A_{4}^{\prime}\right), d_{5}=A_{5}^{\prime}+A_{7}^{\prime}, d_{6}=i\left(A_{5}^{\prime}-A_{7}^{\prime}\right)$, $d_{7}=A_{6}^{\prime}+A_{8}^{\prime}, d_{8}=i\left(A_{6}^{\prime}-A_{8}^{\prime}\right), d_{9}=A_{9}^{\prime}, d_{10}=A_{10}^{\prime}$.

Since the system (2.36) is of the second order then its general solution must contain only four arbitrary constants, therefore substitution $x, y, x^{\prime \prime}$ and $y^{\prime \prime}$ in the system (2.36) yields a system of equations, that solving it gives values many of the constants $c_{i}{ }^{\prime} s$ and $d_{i}$ 's. Then the general solution of the system (2.36) is as follows

$$
\begin{align*}
& x(t)=c_{1} \cos \sqrt{2} t+c_{2} \sin \sqrt{2} t+c_{3} \cos \sqrt{3} t+c_{4} \sin \sqrt{3} t+\frac{1}{2} \cos 2 t,  \tag{2.46}\\
& y(t)=-2 c_{1} \cos \sqrt{2} t-2 c_{2} \sin \sqrt{2} t-c_{3} \cos \sqrt{3} t-c_{4} \sin \sqrt{3} t-\frac{1}{2} \cos 2 t+\frac{1}{2}
\end{align*}
$$

where $c_{1}, \ldots, c_{4}$ are arbitrary constants .

## 3 . The general solution via Sumudu transform

In this section we shall show that the Sumudu transform can be used exactly equivalent to Laplace transform for getting the general solutions of the differential equation (2.8) and the system (2.25) via theorem 3.1 and theorem 3.3.

Theorem 3.1. For the LODE (2.8) suppose that $Y_{1}(u)$ is the sumudu transform of the function $y(t)$ and $L[f(t)]=\frac{k(s)}{h(s)}$. Also let $\frac{1}{u} Y_{1}\left(\frac{1}{u}\right)$ is meromorphic (i.e. only singularities are poles ) [6] and satisfies inequality (1.7) . Then the general solution $y(t)$ of the differential equation (2.8) by using the Sumudu transform is completely determined via equation (2.9) at the point $s=u$.

Proof. Since

$$
\begin{equation*}
Y_{1}(u)=S[y(t)], \tag{3.1}
\end{equation*}
$$

then the general solution $y(t)$ of the LODE (2.8) is gotten by taking the inverse Sumudu transform $S^{-1}$ to both sides of the equation (3.1). Since $\frac{1}{u} Y_{1}\left(\frac{1}{u}\right)$ is meromorphic and satisfies inequality (1.7) then by taking $S^{-1}$ and using relation (1.8) we get

$$
\begin{equation*}
y(t)=S^{-1}\left[Y_{1}(u)\right]=\sum_{k=1}^{N} \operatorname{Re} s\left(\frac{1}{u} Y_{1}\left(\frac{1}{u}\right) e^{t u}, u_{k}\right) . \tag{3.2}
\end{equation*}
$$

From the second relation of the duality relation (1.4) we have

$$
\begin{equation*}
Y(u)=\frac{1}{u} Y_{1}\left(\frac{1}{u}\right), \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
Y(u)=L[y(t)]_{\mathrm{s}=\mathrm{u}}, \tag{3.4}
\end{equation*}
$$

is the Laplace transform of $y(t)$ in the $\operatorname{LODE}(2.8)$ at $s=u$. Therefore by using relations (3.3) and (2.15) we get that the general solution (2.9) of the differential equation (2.8) can be written, by using the Sumudu transform, as

$$
\begin{align*}
y(t) & =\sum_{k=1}^{N} \operatorname{Re} s\left(Y(u) e^{t u}, u_{k}\right) \\
& =\sum_{k=1}^{N} \operatorname{Re} s\left(\frac{e^{t u} p(u)}{h(u) \sum_{i=0}^{m} a_{i} u^{i}}, u_{k}\right), \tag{3.5}
\end{align*}
$$

where $p(u)$ is defined as in theorem 2.2 . It is clear that the second equation of (3.5) is equation (2.9) at $s=u$.

Note : According to our method : To find the general solution of any LODE using the Sumudu transform, theorem 3.1 asserts that we can use the same steps in example 2.3 only by replacing the variable $s$ by $u$ as shown in the following example :

Example 3.2. To find the general solution of the fourth order LODE

$$
\begin{equation*}
y^{(4)}+2 y^{(2)}+y=t \tag{3.6}
\end{equation*}
$$

By using theorem 3.1 we have $m=4, a_{4}=1, a_{3}=0, a_{2}=2, a_{1}=0, a_{0}=1$ and $f(t)=t$ by comparing with the differential equation (2.8). Since

$$
\begin{equation*}
\left.L[f(t)]\right|_{s=u}=\left.L[t]\right|_{s=u}=\frac{1}{u^{2}}, \tag{3.7}
\end{equation*}
$$

then $h(u)=u^{2}$. From equation (2.15) at $s=u$ and theorem 2.1 we set

$$
\begin{equation*}
g(u)=\frac{1}{u} Y_{1}\left(\frac{1}{u}\right)=\left.L[y(t)]\right|_{s=u}=Y(u)=\frac{p(u)}{u^{2}\left(1+u^{2}\right)^{2}}, \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f(u)=e^{t u} \frac{1}{u} Y_{1}\left(\frac{1}{u}\right)=e^{t u} Y(u)=\frac{e^{t u} p(u)}{u^{2}\left(1+u^{2}\right)^{2}} . \tag{3.9}
\end{equation*}
$$

The function $f(u)$ has poles of order $m=2$ at $0, i$ and $-i$. Therefore by using relation (2.2) and equation (2.9) at $s=u$ (or from the second equation of (3.5) ) we have

$$
\begin{align*}
y(t) & =\sum_{k=1}^{5} \operatorname{Re} s\left(\frac{e^{t u} p(u)}{u^{2}\left(1+u^{2}\right)^{2}}, u_{k}\right)  \tag{3.10}\\
& =A_{1}+A_{2} t+A_{3} e^{t i}+A_{4} t e^{t i}+A_{5} e^{-t i}+A_{6} t e^{-t i},
\end{align*}
$$

where $A_{1}, A_{6}$ are arbitrary constants .Hence

$$
\begin{equation*}
y(t)=c_{1} \cos t+c_{2} \sin t+c_{3} t \cos t+c_{4} t \sin t+c_{5}+c_{6} t, \tag{3.11}
\end{equation*}
$$

where $c_{1}=A_{3}+A_{5}, c_{2}=i\left(A_{3}-A_{5}\right), c_{3}=A_{4}+A_{6}, c_{4}=i\left(A_{4}-A_{6}\right), c_{5}=A_{1}$ and $c_{6}=A_{2}$.
Since the differential equation (3.6) is of the fourth order then its general solution must contain only four arbitrary constants therefore substitution $y, y^{(2)}$ and $y^{(4)}$ in the differential equation (3.6) gives $c_{5}=0$ and $c_{6}=1$. Therefore the general solution of the LODE (3.6) is

$$
\begin{equation*}
y(t)=c_{1} \cos t+c_{2} \sin t+c_{3} t \cos t+c_{4} t \sin t+t \tag{3.12}
\end{equation*}
$$

where $c_{1}, \ldots, c_{4}$ are arbitrary constants
Theorem 3.3. For the system of two LODE (2.25) suppose that $X_{1}(u)$ and $Y_{1}(u)$ represent the Sumudu transforms of the functions $x(t)$ and $y(t)$ respectively, $L\left[f_{1}(t)\right]=\frac{k_{1}(s)}{h_{1}(s)}$ and $L\left[f_{2}(t)\right]=\frac{k_{2}(s)}{h_{2}(s)}$. Also let $\frac{1}{u} X_{1}\left(\frac{1}{u}\right)$ and $\frac{1}{u} Y_{1}\left(\frac{1}{u}\right)$ are meromorphic and satisfy inequality (1.7).

Then the general solution of the system (2.25) by using the Sumudu transform is completely determined via the system (2.26) at the point $s=u$ and relation (2.27).

Proof. Since

$$
\begin{align*}
& X_{1}(u)=S[x(t)],  \tag{3.13}\\
& Y_{1}(u)=S[y(t)],
\end{align*}
$$

then the general solution of the system (2.25) is gotten by taking $S^{-1}$ to both sides of the two differential equations in the system (3.13). Since $\frac{1}{u} X_{1}\left(\frac{1}{u}\right)$ and $\frac{1}{u} Y_{1}\left(\frac{1}{u}\right)$ are meromorphic and satisfy inequality (1.7) then by taking $S^{-1}$ and using relation (1.8) we get

$$
\begin{align*}
& x(t)=S^{-1}\left[X_{1}(u)\right]=\sum_{j=1}^{N} \operatorname{Re} s\left(\frac{1}{u} X_{1}\left(\frac{1}{u}\right) e^{t u}, u_{j}\right), \\
& y(t)=S^{-1}\left[Y_{1}(u)\right]=\sum_{j=1}^{N} \operatorname{Re} s\left(\frac{1}{u} Y_{1}\left(\frac{1}{u}\right) e^{t u}, u_{j}\right) . \tag{3.14}
\end{align*}
$$

From the second relation of the duality relation (1.4) we have

$$
\begin{align*}
& X(u)=\frac{1}{u} X_{1}\left(\frac{1}{u}\right),  \tag{3.15}\\
& Y(u)=\frac{1}{u} Y_{1}\left(\frac{1}{u}\right),
\end{align*}
$$

where

$$
\begin{align*}
X(u) & =\left.L[x(t)]\right|_{\mathrm{s}=\mathrm{u}},  \tag{3.16}\\
Y(u) & =\left.L[y(t)]\right|_{s=u},
\end{align*}
$$

are the Laplace transforms of $x(t)$ and $y(t)$ respectively in the system (2.25) at $s=u$. Therefore by using the two systems (3.15) and (2.34) we get that the general solution (2.26) of the system (2.25) can be written, by using the Sumudu transform, as follows

$$
\begin{align*}
& x(t)=\sum_{j=1}^{N} \operatorname{Re} s\left(X(u) e^{t u}, u_{j}\right)=\sum_{j=1}^{N} \operatorname{Re} s\left(\frac{e^{t u} p(u)}{h_{1}(u) h_{2}(u) \sum_{i=0}^{2 m} e_{i} u^{i}}, u_{j}\right),  \tag{3.17}\\
& y(t)=\sum_{j=1}^{N} \operatorname{Re} s\left(Y(u) e^{t u}, u_{j}\right)=\sum_{j=1}^{N} \operatorname{Re} s\left(\frac{e^{t u} q(u)}{h_{1}(u) h_{2}(u) \sum_{i=0}^{2 m} e_{i} u^{i}}, u_{j}\right),
\end{align*}
$$

where $e_{i}, p(u)$ and $q(u)$ are defined as in theorem 2.4 .

## 4. Conclusion

In this paper we introduced a new method for finding the general solution of LODEs and for systems of two LODEs using Laplace transform and the residues and then we show that the Sumudu transform can be used exactly equivalently to Laplace transform in finding the general solutions for these two types of differential equations. This equivalence comes from the relation between the inverse Sumudu transform and the residues as well as the important relation between these two integral transforms that is duality relation.
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