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Abstract 
     In this paper we prove three theorems to introduce a new method for finding the general 

solution        ( without using any initial conditions )  of the linear ordinary differential equations 

( LODEs ) and for the systems of two linear ordinary differential equations with constant 

coefficients using the integral transform  Laplace transform with the aid of the residues and then 

we prove another two theorems to show  that the integral transform Sumudu transform can be 

used exactly equivalently to Laplace transform in finding the general solutions for these two 

types of differential equations .   

 المستخلص

 كيي  نيي      )بيي  ا بخييت  بط أو  ييت ي    لةيير   قيي ط يتةقيير  دة ييثل  ب  يي  ب  ييثطأث تنييث ثةثيير ن تانييث   ن فييه اييلب ب   يي       

 ب م ثل ر ب تفثضلير  بلاعتيثلةر ب  طير ذب  ب م ثنة   ب ثثبتر    نظثط  نتكوا  ني   ن يثل تي   افثضيليتي    بعتييثلةتي   يطيتيي 

أا  أث تنييث ن ييتانتي  بيييتةتي    يييثا ا وةيي  لابييةس  نةيثع و ب ت بخيي    ثيي   ب ت وةيي  ب تكييثنله بثخييت  بط   ثثبتييرذو ن يثنة   

ا وة  خثنول  ةكوا نكثفئ  إ ى بخت  بط ا وة  لابةس فه إة ثل ب  ي  ب  يثط   ييلة  ب نيوعي  ني   ب ت وة  ب تكثنله   بخت  بط

 ب م ثللا  .  

 

1 . Introduction 

     Laplace transform has played an important role in both pure and applied mathematics see for 

example [1] , [2] and [3], it is particularly effective in the study of initial value problems involving 

linear differential equations with constant coefficients and has enjoyed much success in this realm . 

We know that Laplace transform is defined for a function )(tf  by 

       dttfetfLsF st )()]([)(
 

0 


  .                                                                                               (1.1) 

     It is known that a lot of work has been done on the theory and applications of Laplace transform 

, but very little on Sumudu transform , because it is little known . Our interest with the Sumudu 

transform also comes from the fact that this new transform can certainly treat most problems that 

are usually treated by Laplace  transform , in addition the Sumudu transform may be used to solve 

problems without restoring to a new frequency domain , because it preserves scales and units 

properties . 

     The Sumudu transform is introduced in [4] and [5] as follows : Let A  is a set of   exponential 

order functions . Then for a given function )(tf  in A  ,  the Sumudu transform is defined by 

 

       ) ,(  ,  )()]([ )( 21

 

0 
1  


 udteutftfSuF t                                                                        (1.2) 

where 1  , and / or 2 0  , also 1  and 2  need not simultaneously exist , and each may be infinite .  

Or by  

       
 


 

0 

 

1 ,)(
1

)]([ )( dttfe
u

tfSuF u

t

                                                                                           (1.3) 

provided the integral exists for some u .The connection between Laplace and Sumudu transforms is 

deeper , if  Atf )(  having )(1 uF  and )(sF  for Sumudu and Laplace transforms respectively then 
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The pair of relations in (1.4) is called the duality relation  . 

     In [5] some fundamental properties of the Sumudu transform are established and an integral 

production- depreciation problem solved using the Sumudu transform .  

 

Theorem 1.1 [1] . If f  is continuous and  f   piecewise continuous on ),0[   , with f  of 

exponential order    on ),0[   . If )]([)( tfLsF    for  xiyxs )Re()Re(  , also  

       0   ,  )(  p
s

M
sF

p
,                                                                                                                (1.5) 

for all s  sufficiently large and some p  , 0M  , and if )(sF  is analytic in C  except for finitely 

many poles at Nsss ,..,, 21   , then 
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     For the Sumudu transform there is an analogue argument [6] that is as follows : Let 

)]([)(1 tfSuF   . If we can find constants 0,0  k  in   such that  

i. 
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ii. )
1
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 is meromorphic  ( i.e. only singularities are poles ) 

then 
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,                                    (1.8) 

where R  is the radius of the circular region   while all singularities  Nuuu ,..., 21  lie in cu )Re(  . 

 

2. The general solution via Laplace transform 
     In this section we introduce a method for finding the general solution of  the LODEs  and the 

systems of two LODEs of order m  with constant coefficients by using Laplace transform and the 

residues without any initial conditions via theorem 2.1 ,  theorem 2.2 and theorem 2.4 . 

     Now , we shall introduce the main theorem in this paper  which represents  a direct and simple 

consequence of a theorem in p. 177 in [7] .  

 

Theorem 2.1. Given a function )()( zgezf tz  , if there exists a positive integer m  such that the 

function 

       )()()()()( zgezzzfzzz tzm

k

m

kk  ,                                                                               (2.1)   

is analytic at kz  and 0)( kk z  , t  is a constant . Then f  has a pole of order m  at kz  . Its residue 

there is given by 
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and  

       ktz

k Aezfs ),(Re , if 1m ,                                                                                                   (2.3) 

where  )(zk  is analytic function at kz  and A  is a constant . 

 



Journal of Kerbala University , Vol. 7 No.3 Scientific . 2009 
 

 152 

Proof . Using relation (3) p. 176  in [7] we have 
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                                                                    (2.4)                         

Since the conditions in the theorem are satisfied when )(zg  has the form 
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  ,   ,...2,1m                                                                                                 (2.5)  

such that  
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where the function )(zk is analytic at kz  and 0)( kk z , then 
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Similarly , if 1m  then by using relation (4) p. 176  in [ 7 ] we get 
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where A  is a constant . 

 

Note 1 . If 1m  in theorem 2.1 then the point kz   is called a simple pole of  the function )(zf  . 

 

Note 2 .  : Suppose that the notation deg  denotes the degree  , for example ))(deg( sr  is the degree 

of the polynomial )(sr  . 

Theorem  2.2. Let )(sY  and 
)(

)(

sh

sk
 denote Lapace transforms of the functions )(ty  and )(tf  

respectively and dsh ))(deg(  . Also let yy ,  and Y satisfy the conditions in theorem 1.1. Then the 

general solution of the LODE  of order m  with constant coefficients  
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  ,                                                                             (2.8) 

where sai '   are constants and 0ma  ,  is given by 
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where )(sp   is a polynomial of s  with degree is less than or equal to 1md . 

 

Proof . The  differential  equation (2.8)  can be written  as 

       )()( )(
1

)(

0 tftyatya
m

i

i

i 


.                                                                                                   (2.10) 

Taking Laplace transform to both sides of the differential equation (2.10) gives  
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0
sh

sk
tyLasYa
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i
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i 


.                                                                                            (2.11) 

Applying the formula of Laplace transform of )()( ty i  where 1i [2] in the differential equation 

(2.11) gives 
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Hence , the transformed problem becomes 
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where 
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is a polynomial of s  its degree is less than or equal to 1m . Since  it is known from the tables of 

Laplace transforms , see for example [1] , [2], [3] and [5] that ))(deg())(deg( shsk   , therefore we 

have  ))()(deg())(deg( srshsk   . Hence from  equations (2.13) and (2.14) we have 
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where )(sp  is a polynomial of s  its  degree is less than or equal to 1md  which is less than the 

degree of the denominator md  . Since yy ,  and Y satisfy the conditions in theorem 1.1 then by 

taking the inverse Laplace transform 1L  of the equation (2.15) and  using relation ( 1.6 )  gives the 

general solution of the differential equation (2.8) as  
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Example 2.3. To find the general solution of the third order LODE          

       teyyyy t 2sin 6844    ,                                                                                          (2.17) 

using the residues , we find from the differential equation (2.8) that 3m , ,13 a  

,12 a ,41 a 40 a  and tetf t 2sin 68)(   . Since 

       
52

136
]2sin[  68)]([ 

2 


ss
teLtfL t .                                                                                (2.18) 

Therefore 52)( 2  sssh  . From equation (2.15) and theorem  2.1  we set  
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sYsg  ,                                                                           (2.19) 

and  
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ssss

spe
sYesf

ts
ts  .                                                                         (2.20) 

     The function )(sf  has simple poles ( 1m  ) at the points i21 ,1 and i2  . Therefore from 

relation (2.3) we get 

       titts
eAeAisfs 2

111
1)21,(Re  .                                                                                      (2.21) 

Similarly , from relation (2.3) yields for 5,4,3,2k  that the residues of f  are  titeA 2

2

 , teA3  , 
tieA 2

4  and  tieA 2

5

  at the poles is 212   , 13 s  , is 24   and is 25   respectively , 51,..., AA  

are arbitrary constants . From theorem 2.2 we get              
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Hence  

       tectectctcecty ttt 2sin2cos2sin2cos)( 54321  ,                                                       (2.23) 

where 

31 Ac   , 542 AAc  , )( 543 AAic   , 214 AAc  and )( 215 AAic   . 

     Since the differential equation (2.17) is of the third order then its general solution must contain 

only three arbitrary constants , therefore if we find yy ,  and y   from equation (2.23) and 

substitution in (2.17) we get 24 c  and 85 c  . Hence the general solution of the differential 

equation (2.17) is  

       tetetctcecty ttt 2sin82cos22sin2cos)( 321  ,                                                         (2.24) 

where 21,cc  and 3c  are arbitrary constants . 

 

Theorem 2.4. Let 
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and Y satisfy the conditions in theorem 1.1. Then for the system of two LODEs of order m  with 

constant coefficients of the form 
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where iii baa ,,   and ib  are constants for mi ,...,1,0 . Then we have  

i. )(sX and )(sY  have the same poles and their orders are the same . 

ii. The general solution of the system  (2.25) is given by  the pair   
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where )(sp  and )(sq  are polynomials of s  each with a degree is less than or equal  to 

1221  mdd  and  
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mi 2,...,1,0  and 0 iiii baba  for .2,...,2,1 mmmi   

 

Proof . The system (2.25)  can be written  as 
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By taking Laplace transform to both sides of the two differential equations in the system (2.28) and 

using )]([ )( txL i  and  )]([ )( tyL i  for 1i  yields the system  
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are  polynomials of s  each with a degree is less than or equal to 1m . Solving the two equations in 

the system (2.29) simultaneously and some  simplifications gives the pair       
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where  ie  is defined as in equation (2.27) . It is clear from the system (2.32) that )(sX  and )(sY  

have the same poles and their orders are the same . Since 

       ))(deg())(deg( shsk ii  ,    ,2,1i                                                                                          (2.33) 

 then the system (2.32) can be written , by using relations (2.30) and (2.31) , as  
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where )(sp  and )(sq are polynomials of s  each with degree is less than or equal to 1221  mdd  

, because  
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It is clear that ))(deg())(deg( spsq   . Since Xyxyx ,,,,   and Y satisfy the conditions in theorem 

1.1 then by taking 1L  to both sides of the two equations in the system (2.34) and using the relation 

(1.6) then the general solution of the system (2.25) is the system (2.26) .  
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Example 2.5. Suppose we have the system of two LODEs 
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By comparing it  with the system (2.25) we find that 2m , ,12 a  40 a  , ,10 b  ,12 b  
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2

2
2

2
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


ss

s
tLtfL ,                                                                                           (2.38) 

then  )4()()( 2

21  ssshsh  . From  relation (2.27) with 0 iiii baba  for 4,3i  we have 
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i .                                      (2.39) 

From the first equation of the system (2.34) and theorem 2.1 we set 

       
)3)(2()4(

)(
)()(

22222 


ssss
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sXsg ,                                                                            (2.40)    

and 

       
)3)(2()4(

)(
)()(

22222 


ssss

spe
sXesf

ts
ts .                                                                         (2.41) 

     The function )(sf  has simple poles ( 1m ) at the points i2 , i2  , i3  and i3  and  

poles of order 2m  at the points  i2  , i2  and 0 . From relation (2.3) yields for 4,3,2,1k  that 

the residues of f  are tieA  2

1 , tieA  2

2

 , tieA  3

3  and  tieA  3

4

  at the poles is 21   , is 22   , 

is 33   and is 34   respectively .  For 5k  then from relation (2.2) yields that   
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                                                                           (2.42)                                                                                         

  Similarly , using relation (2.2) for 7,6k  then the residues of f  are  titi teAeA 2

8

2

7

   and 

tAA 109   at the poles is 26   and 07 s  respectively . From the first equation of the system 

(2.26) we get that   

      

 ,            

),
)3)(2()4(

)(
(Re )(

109

2

8

2

7

2

6

2

5

3

4

3

3

2

2

2

1

7

1
22222

tAAteAeAteAeAeAeAeAeA

s
ssss

spe
stx

titititititititi

j

j

ts











(2.43)                   

where 101,..., AA  are arbitrary constants . Thus after simplification we get 

        
tccttc

ttctcttctctctctx

1098

7654321

2sin          

2cos2sin2cosc 3sin3cos2sin2cos)(




           (2.44)             

where 

211 AAc   , )( 212 AAic  , 433 AAc  ,  )( 434 AAic  , 755 AAc  , )( 756 AAic  , 

867 AAc   , )( 868 AAic  , 99 Ac  , 1010 Ac    . 
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Similarly , from the second equation of the system (2.26) and using ( i ) of theorem 2.4  then )(ty  

can be written as 

    
tddttd

ttdtdttdtdtdtdty

1098

7654321

2sin          

2cos2sin2cosd 3sin3cos2sin2cos)(




            (2.45)                                             

where 

211 AAd   , )( 212 AAid  , 433 AAd  ,  )( 434 AAid  , 755 AAd  , )( 756 AAid  , 

867 AAd   , )( 868 AAid  , 99 Ad  , 1010 Ad    . 

     Since the system (2.36) is of the second order then its general solution must contain only four 

arbitrary constants , therefore substitution xyx ,,  and y  in the system (2.36) yields  a system of 

equations , that solving it gives values many of the  constants  sci '   and sd i '  .  Then the general 

solution of the system (2.36) is as follows  

       

2

1
2cos

2

1
3sin3cos2sin22cos2)(

,2cos
2

1
3sin3cos2sin2cos)(

4321

4321





ttctctctcty

ttctctctctx

                                 (2.46)                                                                             

where 41,...,cc  are arbitrary constants . 

 

3 . The general solution via Sumudu transform 
     In this section we shall show that the Sumudu transform can be used exactly equivalent to 

Laplace transform for getting the general solutions of the differential equation (2.8) and the system 

(2.25) via theorem 3.1 and theorem 3.3 . 

  

Theorem 3.1. For the LODE (2.8)  suppose that  )(1 uY  is the sumudu transform of the function 

)(ty  and 
)(

)(
)]([

sh

sk
tfL  . Also let )

1
(

1
1

u
Y

u
 is meromorphic ( i.e. only singularities are poles ) [6] 

and satisfies inequality (1.7) . Then the general solution )(ty  of the differential equation (2.8) by 

using the Sumudu transform is completely determined via equation (2.9) at the point us   . 

 

Proof . Since 

       )]([)(1 tySuY  ,                                                                                                                        (3.1)  

then the general solution )(ty  of the LODE (2.8) is gotten by taking the inverse Sumudu transform 

1S  to both sides of the equation (3.1)  . Since )
1

(
1

1
u

Y
u

 is meromorphic  and satisfies inequality 

(1.7) then by taking 1S and using relation (1.8) we get 

       ), )
1

(
1

(Re )]([)( 1

1

1

1

k

tu
N

k

ue
u

Y
u

suYSty 


  .                                                                            (3.2) 

From the second relation  of the duality relation (1.4) we have 

        )
1

(
1

)( 1
u

Y
u

uY  ,                                                                                                                       (3.3) 

where  

        )]([)(
us

 tyLuY ,                                                                                                                   (3.4) 

is  the Laplace transform of  )(ty  in the  LODE (2.8) at  us   . Therefore by using relations  (3.3) 

and (2.15) we get that the general solution (2.9) of the differential equation (2.8) can be written ,  by 

using the Sumudu transform , as  
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                                                                                           (3.5) 

where )(up  is defined as in theorem 2.2 . It is clear that the second equation of (3.5) is equation 

(2.9) at us   . 

 

Note : According to our method : To find the general solution of any LODE using the Sumudu 

transform , theorem  3.1 asserts that we can use the same steps  in example 2.3 only by replacing the 

variable s  by u  as shown in the following example : 

 

Example 3.2. To find the general solution of the fourth order LODE  

       tyyy  )2()4( 2  ,                                                                                                                 (3.6) 

By using theorem 3.1 we have 4m , ,14 a ,03 a  ,22 a 01 a  , 10 a  and ttf )(  by 

comparing with the differential equation (2.8) . Since 
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u
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 ,                                                                                                     (3.7) 

 then  2)( uuh   . From equation (2.15) at us   and  theorem 2.1 we set  
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  and  
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The function )(uf  has poles of order 2m  at 0  , i  and i  . Therefore by using relation (2.2)  

and equation (2.9) at us   ( or from the second equation of  (3.5) ) we have  
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                                                                      (3.10)            

where  61 ,, AA  are arbitrary constants .Hence  

       tccttcttctctcty 654321 sincossincos)(  ,                                                              (3.11) 

where 531 AAc   , )( 532 AAic   , 643 AAc   , )( 644 AAic   , 15 Ac   and 26 Ac  . 

     Since the differential equation (3.6) is of the fourth order then its general solution must contain 

only four arbitrary constants therefore substitution )2(, yy  and )4(y  in the differential equation (3.6)  

gives 0
5
c  and 16 c  . Therefore the general solution of the LODE (3.6) is 

       tttcttctctcty  sincossincos)( 4321 ,                                                                        (3.12) 

where 41,...,cc  are arbitrary constants  

 

Theorem  3.3. For the system of two LODE (2.25) suppose that  )(1 uX  and )(1 uY  represent the 

Sumudu transforms of the functions )(tx  and )(ty  respectively , 
)(
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u
 and )
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u
 are meromorphic  and satisfy inequality (1.7). 
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Then the general solution of  the system (2.25) by using the Sumudu transform is completely 

determined via the system (2.26) at the point us   and relation (2.27)  . 

 

Proof . Since 
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1
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
                                                                                                                     (3.13) 

then the general solution  of the system  (2.25) is gotten by taking 1S  to both sides of the two 

differential equations in the system (3.13) . Since )
1

(
1

1
u

X
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satisfy inequality (1.7) then by taking 1S  and using relation (1.8) we get  
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From the second relation  of the duality relation (1.4) we have 
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where  
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are  the Laplace transforms of  )(tx  and )(ty  respectively in the  system  (2.25) at  us   . 

Therefore by using the two systems  (3.15) and (2.34) we get that the general solution  (2.26) of the 

system (2.25) can be written , by using the Sumudu transform , as follows 
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                               (3.17)                                                                       

where ie  , )(up  and )(uq  are defined as in theorem 2.4 . 

 

4. Conclusion  
      In this paper we introduced a new method for finding the general solution of  LODEs  and for 

systems of two LODEs  using Laplace transform and the residues and then we  show  that the  

Sumudu transform can be used exactly equivalently to Laplace transform in finding the general 

solutions for these two types of differential equations . This equivalence comes from the relation 

between the inverse Sumudu transform and the residues as well as the important relation between 

these two integral transforms that is duality relation . 
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