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Abstract

The main purpose of this work isto propose the parameterization techniques for

solving quadratic optimal control (OC) problem with aid of both Chebyshev and
Hermite Polynomials as a basis function to find the approximate solution for OC
problem. Some examples are given as applications of the proposed.

Keywords: Optimal control, Parameterization technique, Chebyshev polynomials,
Hermite polynomials.
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1-Introduction:[7]

Optimal control theory, an
extension of the calculus of variations,
is a mathematical optimization method
for deriving control policies. The
method is largely due to the work of

derived using Pontryagin's maximum
principle (a necessary condition), or by
solving the Hamilton-Jacobi-Bellman
equation (a sufficient condition).[10]
The linear quadratic control is
a special case of the general nonlinear

Lev Pontryagin and his collaborators
in the Soviet Union and Richard
Bellman in the United States.

Optimal control deals with the
problem of finding a control law for a
given system such that a certain
optimality criterion is achieved. A
control problem includes a cost
functional that is a function of state
and control variables. An optimal
control isaset of differential equations
describing the paths of the control
variables that minimize the cost
functional. The optimal control can be

optimal control problem. The LQ

problem is stated as follows.
Minimize the  quadratic

continuous-time cost functional

J :Aé(‘{xTQx+uT Ru)dt (D)
to

Subject to the linear first-order
dynamic constraints

% = Ax(t)+ Bu(t) e (2)
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and the initial condition

x(to) =X —.(3)

A particular form of the LQ
problem that arises in many control
system problems is that of the linear
guadratic regulator (LQR) where al of
the matrices (i.e.,A,B,Q,andR ) are

constant, the initial time is arbitrarily
set to zero, and the terminal time is
taken in the limit (¥) (this last

assumption is what is known as
infinite horizon).

In the finite-horizon case the
matrices are restricted in
that Q and Rare positive semi-definite
and positive definite, respectively. In
the infinite-horizon case, however, the
matrices Qand R ae not only
positive-semi  definite and positive-
definite, respectively, but are aso
constant.

2. Chebyshev polynomial

Chebyshev polynomials are
important in approximation theory
because the roots of the Chebyshev
polynomials of different kind are used
as nodes in polynomial interpolation.
The resulting interpolation polynomial
minimizes the problem of Runge's
phenomenon and provides an
approximation that is close to the
polynomial of best approximation to a
continuous  function under the
maximum norm. This approximation
leads directly to the method of
Clenshaw &€ Curtis quadrature.[5]

The Chebyshev polynomials
have many beautiful properties and
countless applications, arising in a
variety of continuous settings. They
are a sequence of orthogona
polynomials appearing in
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approximation theory, numerical inte-
gration, and differential equations.
In this paper we deal with the second ,

third and  fourth Chebyshev
polynomials.
21The Second Chebyshev
Polynomials

A modified set of Chebyshev
polynomials defined by a dlightly
different generating function. They
arise in the development of four-
dimensional spherical harmonics in
angular momentum theory. They are a
special case of the Gegenbauer
polynomial with@ =1, They are aso
intimately connected with
trigonometric multiple-angle formulas.
The Chebyshev polynomials of the

second kind are denoted byJ | (t) for

t1 [- 12] [6]
The defining generating function of
the Chebyshev polynomials of the
second kind is

1 3 N
————=aultx
1- 2xt+x O
for [t| <land|x <1.

The Rodrigues representation forU _ is

(- 1)n (n +1)\/E d_”’(l_ t2)n+1/2]
&+ 19 ez AU
e Z2¢
The polynomials can also be defined in
terms of the sums

s(x,t) =

U, ()=

S

rza ca@en - 019 Y

T O RN SRS S T
i=o %]

— ék/za&h +1 9 n-2m 2 m

m=o0 2m +1,§,t (t 1)

where Lt Jis the floor function andl-xlis
the ceiling function, or in terms of the
product
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) e kp ou
U (t)=2 at - cosc—— =,
)=270 g~ oo T

Chebyshev polynomials of the second
Kind Un(t)also obey the interesting
determinant identity

2 1 0 OK 0 O
1 22 1 00 0 O
0O 1 2t 10 0 O
u=0 0 1 2t O0 O
0O 0 0 10 1 0
M O O OO0 OO0
0O O 0 oL 1 2t

The Chebyshev polynomials of the
second kind are a specia case of the

Jacobi  polynomids P& with
a=p=1/2,

Pn(1/2,1/2) t
U40=@+ﬂ;mm38

=(n+1),F,(- n,n+23/21/2(1- t))

where 1 ) B olxlig a
hypergeometric function .
2.2The third- and fourth -kind
Chebyshev polynomials:

The polynomialsV, (t)and W, (t) are,
in fact rescaling of two particular
Jacobi’polynomials
Pewitha =-1/2,b =1/2, and
vice versa. Explicitly [5]

a2ng 2

gn !:ﬂa/n(t) =2

n Prg' yz,uz)(t) ,

& 3n=2el> 2

These polynomids to may be
efficiently generated by use of a
recurrence relation. Since

W, 0 = 2w, , () - W, ()
w,(t)=u,(t)+U,.,(t)

W, (t)=Vv.(-t) (n even)
W, () =-V.(-t) (nodd)

3. Shifted Polynomials UV, W :

since the range [0,1],is quite
often more convenient to use than the
range[-1,1],we sometimes map the
independent variable t in [0,1] to the
variable s in [-1,1] by the
transformation

s=2t-1 t=%@+§

And thisleads to a shifted polynomials
U V. W' of the second, third and
fourth kinds may be defined in
precisely anal ogous ways:

Ust)=Upa- 4 vil)=vi(a- 1. wi)=w(x-1)
4. Hermite polynomialsH n(t)

The Hermite polynomials
Hn(t)are set of  orthogonal
polynomials over the domaint-ce. )
with  weighting  functione’™®,
illustrated above for n=1, 2, 3, and 4.
Hermite polynomials are implemented
in Mathematica as Hermite Hn, t]. [4]
The nth Hermite polynomials are
defined asfollows

1.0 = <)

Also H n(t) can be expressed as

oo L1 (nr-]! 2K)!

a
1
a

(2t)™ %
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and ¢s{ denotes the largest integer £
s.

The vaIu%Hn(O) may be called
Hermite numbers.

The Hermite polynomials satisfy the
symmetry condition

H,(-1)=(-1"H,()

They aso obey the
relations

recurrence

H. () =ﬁmﬂa)- ﬁmz@
H.(0) =2H, () - 20- DM, , ()
24, () = 2nH,, (1) + H,., (1)

The Product and Differentiation
properties can be expressed as

M = B BT M
dH, (1)
TR )
d™H () _ 2™ -
a™  (n-mp Hopll) I N

5. Parameterization Techniques for
Optimal Control Problems:

The work in this paper is
based on using parameterization
technique to convert the optimal
control problem into a mathematical
programming problem.

The parameterization technique
can be applied in one of the following
three forms
-Control -State Parameterization:

The control- state parameterization
approach is based on approximating
both the state variables and the control
variables by a sequence of known
functions with unknown parameters.
-State Parameterization:

The state parameterization is based
on approximating the state variables
by sequence of known functions with
unknown parameters and the control
variables are obtained from the state
equations.

The parameterization
technique can be employed different
basis functions. In this work the
Hermite polynomials and Second,
Three and Fourth  Chebyshev
polynomials will be used to
parameterize the system state and
control variables.[1]

The parameterization
technique for state and control or state
variables are proposed to solve OCP.
51: Usng State and Control
Parameterization technique

The control-state
parameterization is based on
approximating both the state variable
and control variables by a sequence of

Hermite polynomials (Hn(t)) with
unknown parameters as follows:

X(t)» & aH, (1)

i=0

O£t£1

ut) » & bH, ()

i=0
n=123,..0£t£1
where g,,b. are unknown parameters
First, when n=1, yields

n=1,23,...

x(t)=éla1.Hi(t) 0£t£1
L (4)
ut)=a bH,{t) ... (5)

i=0
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Substitute H ,(t),H,(t) into egn.(4)-
(5) tO get

1
xt)=a a
i=0
81
g o1 »
90( 1) |l(1—2|)l(2t) ...(6)
g
ut)=ab,
%g i=0
gi o1 »
-1 — 2t
90( )i!(l- 2i)!( )
........ ©)
The control points a,,b, i=0,1

can be evaluated as follows:
Putt=0 and t=1into (6)-(7) to get

a,,a,,b,,b, respectively,

i.e
x(0)=a, ,x(0)=x,

......... (8)
X(1) =a, +2a,

........ 9)
u(0) = b,

........ (10)
u(@ =b, +2b,

....... (1)

And differentiation (6) with respect to
tand putt=0i.e

ax(t)
T t=0 ~

(12)
Substitute egn.(12)and(7) into egn.(2)

28, =8, +h,

Rewrite egn.(11),(13),(9)and (10) in
the matrix form as

6175

€3 U
€0 12 0 0-Iy gq,ﬂ €0 U
e Al 1 e
Dzez-loo oo{j C;quand erx(q
c200100 Cady™ Texe
01001  §ou €0 ¢
enu
allg
...(14)
Or DC=F

D is singular matrix, we will use
theorem (Existence of the Moor-
Penrose Inverse). To find the inverse
matrix of D
Theorem: LetD = BC be a full rank
factorization of a nonzero matrix D.
then D* =CT(cCT)(B7B) BT
Proof:[3]
From which we get the following
system
C=D'F

....(15)
Finally, Gauss elimination procedure
is used to solve the above system to
find
¢,,¢,,C,,C5,Cy, Cs.

when n=2 or 3 or ..... the same step
follow

5.2: Using State Parameterization
technique:

The idea of the dsate
parameterization, using the
polynomials Chebychev
U0V, W, () as a bass

function, is to approximate the state
variables asfollows:

X(t) » & au; ()

i=0

....(16)
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where, g, the unknown

parameters. The control variables u(t)

are determined from the system state
equation as function of the unknown
parameters of the applied
parameterization technique. Two case
are considered, if the numbers of states
and control variables are equal to n=m,
that each state variable will be
approximated by finite length
polynomials series and control vector
is obtained as function of the state
variables. If the number of the state
variables is greater than the number of
control variables n>m, in this case, a
set of the state variables is
approximated which will enable us to
find the remaining state variables and
control variables as functions of this
set.[1]

are

First, when n=1, we have
1

xt)»Q au ) Of£t£l
i=0

...(17)
Substitute U ; (t),U; (t) into eqn.(17)
to get
1
x(t) =3 a

i=0

éléZD ié_ IO -2i
aly g H2(2t- D)-*
i=0 I g

The control points a i=0,1 can be
evauated as follows:

Putt=0 and t=1 into (18) to get
a,,a, respectively, i.e
X(0) = a, - 2a, X(0) = X,
....(19)
x(D =a, +2a,
.....(20)

And differentiation (18) with respect
totand putt=0i.e
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ax(t)
T
Substitute egn.(21) into egn.(2)
4a, = x(0)+u(0)
Rewrite egn.(19)-(20)and (22) in the
matrix form as

=4a ...(2D)

€3, u

420 @ ¢ g é x(0)
D=3 2 0 -1 C=§108 and F=§0 Y
410 ey = 00
BOTE gyl &N
(23
or  DC=F

from which we get the following
system

orDC=F ...
Finally, Gauss elimination procedure
is used to solve the above system
equation (24) tofind ¢y, C,, C,.

when n=2 or 3 or ..... the same step
follow.

6. Examples of OC Problems:

In this section the performance
of the proposed methods discussed in
the previous section will be compared
using several text examples.

Example (6.1)[7]

The first example contains one

state variable and one control variable.

The performance index to be
minimized is
1 1
J=Z2x* +u’)dt ....(25)
2 0
Subject
&:12‘+u =1  -.(20)
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This problem is solved by expanding
x(t) andu(t) into three order
Hermite series.

n=3 the state and control variables can
be written as

X(t)zéaHi(’[) (27)

OE£t£1

u(t)=é’13 bH, (1) ..(28)

i=0

Substitute  H,(t), H, (t),H, (t), H,(t)
into egqn.(27)-(28) to get

é3u
3 &f
:° [} _1i 2tS—2i
0=aaal )“(3_ 2i)!( )
....(29)
&y
=40 &l 2 ()
d d il(3- 2i)
.....(30)
The control points
a,b 1=0123 can be

evaluated as follows:
Putt=0 and t=1into (29)-(30) to get

89,8y,8,,85,00,0;,b,, b5

respectively,
i.e
X(0)=a,-2a, ,x(0)=x,....(31)

X =a,+2a +2a, - 4a, ....(32)
u(0) =b, - 2b, ....(33)
ud =b, +2b, +2b, -4b, ....(34)
And differentiation (29) with respect
totand putt=0i.e

OlX(t)ltzo =2a, - 12a,

o ...(35)

6177

Substitute egn.(35)and(28) into egn.
(26)

2a, - 12a, :%+b0 2, ...(36)

To evaluate b,, we needed two

equations
%(0)

8&(0) = > + l&(O)
8a, = 2b, - 12b,
...(37)
&(0) = @ (0
48a, = 8b, ....(38)

Rewrite eqn.(31)-(32)-(33)-(34)-(36)-
(37)and(38)in the matrix form as
&0 U

c

coNnMooN o
ocmo oo NN

oo s o
coococokr o
OO0k bR oo
o O NO O o
o v O o
K orooo
©Ooookr oo
O ook oo o

48

w)

I
W BOG PG R
o

coeooooooooc
i
2(D> (D> (pLD> M. (DyD> P> (p¥oll D
EERRTEELYEY
m
W BOD RGP

[t et el e e e et i ¥ et e e Y e Y

Or DC=F

...... (39)
Finally, Gauss elimination procedure
is used to solve the above system
equation (39) to find
of i=01,L,11.

|
The result using the state —control
parameters are shown in tables (1).

The optimal values of J for each case
arelistedin table (2)

From table (2) we can conclude that,
the results which are obtain from using
state parameterization technique more
accurate results than other.

PDF created with pdfFactory Pro trial version www.pdffactory.com

o iy ey C~§~ oooooc


http://www.pdffactory.com
http://www.pdffactory.com

.& Tech. Journal, Vol.28, No.20, 2010

Parameterization Techniquesfor Quadratic

Continuous Optimal Control Problems

Example (6.2)

Consider the same finite time
linear quadratic problem whichis
Minimize

158

J= (‘{4)(12 +u2)jt
-1

subject to
X =X, X,(0) =2
%, =u x,(0)=1

The first step in solving this problem
by the proposed method isto transform

the time interval to t1 [0,1] this will
lead to the following problem

1
J= 2.58(‘{4)(12 + uz}jt ...(40)
0
subject to
% =2.58x, % (1/2.58)=2 (42)
%, =258u  x,(U/258)=1
..(42)
This example contain two state

variables Xl(t) and (t) and one

control variable u(t), i.e, n=2 and
m=1.

Here Xl(t) is approximate by
n=2,3,4,5,6,7 order Chebychev and
Hermite series U, V. W, ,H  of

unknown parameter, then Xz(t) is

found from (41) using the
differentiation  property of the
Chebychev and Hermite
polynomialsdJ vV, W, ,H that is

used. The control variable u(t) is
obtained from (42). By

substitutingxl(t), Xz(t)and u(t)

6178

into (40), an expression of J can be
found.
The same steps of section (6-

2) we are follow to found Xl(t) ,

Xz(t)and u(t)_ The result using the
state parameters are shown in tables
(3).

From table (3) we notice that, the
algorithms using Chebyshev and
Hermite producer are accurate results.
Example (6.3)

Minimize

¥
J= (‘{2x12 +32 + 0.4u2}jt ...(43)
0

subject to

k=X, X,(0)=-3 .....(44)
%=-05¢+051  x(0=0
....(45)

In this example we will take
t=10 and we will use the Hermite
polynomials because its more suitable
than Chebyshev polynimoals. Because
its limited from O to t .This example
contain two state  variables

Xl(t)andxz(t)and one
variableu(t), i.e, n=2 and m=1. Here

Xl(t) is approximate by
N=2,3,4,5,6,7,8,9,10 order Hermite
series H,, of unknown parameter, then

control

Xz(t) is found from (44) using the
differentiation property of the Hermite
polynomialsH,,  that is used. The
control variable u(t) Is obtained from

(45). By substitutingxl(t) - %a(t) g
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u(t) into (43), an expression of J
can be found. The same steps of
section (6-2) we are follow to
fing(t) , X, (t) gng u(t)

The values of the cost J for

N=2,3,4,5,6,7,8,9,10 for the arbitrary

fina time t=10 are displayed in table

4.

7. Conclusion:

In the paper, approximated
techniques were proposed to solve
optimal control problems. These
techniques are based on using the
parameterization of the system state
and state- control using Hermite
polynomials and Chebyshev(second,
three. fourth kind) polynomias. The
State Parameterization technique is
better than State-Control
Parameterization technique because it
requireslesstime and effort .
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Table (1)

State-Control Parameterization Using Her mite polynomi:

0.82527057

Table (2)

Her mite polynomial: Chebyshev polynomials
State-Control State State Par ameterization
Parameterization Parameterization u’ VA W

n 1V A
0.89731757 0.96875000 0.96875000 0.96875000 0.96875000
0.88024408 0.86472603 0.86472603 0.86472603 0.86472603
0.82527057 0.86421807 0.86421807 0.86421807 0.86421807

Table (3)

o) v v | we A
—

45.66553695 45.66553695 45.66553695 45.66553695

| 4] 485076025 || 44.85076025 || 4485076025 || 44.85076025 |
| 6] 4460621501 || 4460621501 || 4460621501 || 4460621501 |
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Table (4)

polynomials
4

6] 29.06042461 |
| 8] 2840099508
9] 2839702050
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