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Abstract— Recently, the burgeoning disciplines of Machine Learning (ML) and 

Deep Learning (DL) have experienced considerable integration across diverse 

scientific domains. Of significant note is their integration into the medical 

sector, specifically in the intricate methodologies of pathological 

categorization. Present-day innovations underscore the pivotal role of Deep 

Convolutional Neural Networks (DCNN) in mediating the tasks of image-based 

taxonomies and prognostications within this domain. In this research, a new 

DCNN with different modified intelligent architectures like CNN, modified 

VGG-16, VGG-19, ResNet50, and DenseNet121, besides the newly added 

classification layer, was implemented and tested for the detection and 

classification of Alzheimer’s disease. The evaluation and performance metrics 

are accuracy, loss, f1-score, precision, and recall. Experiments were made on 

Kaggle-based dataset and test results show that the CNN-based model is the 

most accurate model, with the highest accuracy of 96% and the lowest loss of 

9.92%. Finally, the average performance percentage of the overall proposed 

model is as follows: accuracy is 91%, loss is 19.75%, precision is 89.4%, F1-

score is 88.83%, and recall is 90%. 

Index Terms— Deep Learning, Transfer Learning, Alzheimer’s Disease, DCNN, CNN. 

I. INTRODUCTION AND RELATED WORK 

In previous decades, the medical staff relied on several symptoms alongside medical instruments 

to detect the medical condition. Nowadays the medical advancement with the aid of technical 

improvement, especially in deep learning which is commonly used for medical research, assists in 

detection of what the diagnosis of the diseases exactly is. For example, Alzheimer's disease (AD) is 

prevalent among the elderly and it could be differentiated from other diseases (i.e., vascular or non-

AD dementia) clearly and accurately [1], [2]. Earlier detection of AD plays an important role in the 

therapeutic plan and helps in accurate treatment [3], [4]. 

Memory loss and cognitive decline are two common signs of Alzheimer's disease, a progressive 

neurological illness. Current explanations for its origin center on neurofibrillary tau tangles and 

amyloid beta plaques. The majority of Alzheimer's disease treatments recognized by the US Food and 

Drug Administration focus on cognitive performance [5]. The principal cause of dementia, Alzheimer's 

disease, is swiftly rising to the top of the list of the most expensive, deadly, and burdensome illnesses 

of the twenty-first century. The understanding of the underlying pathology, the identification of 

numerous protective and causative genes, the discovery of new blood-based and imaging biomarkers, 

and the first cautious signals of the beneficial effects of disease-modifying therapies and lifestyle 

interventions have all advanced significantly [6].  
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 As we mentioned in the abstract, Deep learning (DL) [7] is widely used in the medical field. DL 

actually is a branch of Machine learning (ML) which itself is a subclass of Artificial Intelligence (AI) 

and this explains the correlation among them. Deep learning system is raised from (ANN); therefore, 

it’s got its learning ability from data.  While on the other side, the ML system learns from its 

experience, due to its self-learning based on a specific algorithm. DL based on several architectures 

that assist to solve different problems in different fields like Convolutional Neural Networks (CNN), 

Recurrent Neural Network (RNN), etc. [8], [9].  

CNN is an important classification model of deep learning architectures that are specifically used for 

feature extraction and image classification. CNN is made up of three layers, one input layer, many 

hidden layers and one output layer, or in other words we can classify them into convolutional layers, 

pooling layers and finally fully connected layers. In the Convolutional layer; first of all, the input 

images are convolved with filters (kernels) in order to extract the feature map as an output of this layer. 

Then the pooling layer would create a small feature map by shrinking the fed convolved output layer. 

Furthermore, the activation function in a fully connected layer is used to make a decision whether or 

not to fire a neuron according to a specific threshold value [10]–[12]. 

State of the art of CNN [13] architecture comes with many different models like VGG (Visual 

Geometry Group), ResNet (Residual Network) [14], DenseNet (Densely Connected Convolutional 

Networks) [15], [16], GoogleNet, inception and others [17]. VGG model is used for image 

classification and it consists of successive convolutional layers activated by activation function 

(usually ReLU) followed by pooling layers and finally merged to fully connected layers. VGG-16 [18] 

and VGG-19 [19] are similar to each other but differ in the number of convoluted layers (postfix 

number of VGG refers to the number of layers) [20]. Transfer learning is common in DL, it contributes 

to the transferring of the knowledge that gained in the training step of one model to another new model 

in order to solve completely new problems in the same field. This will assist in the transferring of a 

smaller dataset and improving the overall performance of the model [21].  

Some related works and researches to the current study field were summarized in the 

following paragraphs: The death of brain cells causes memory loss and this leads to 

Alzheimer disease. 

In (2019), silvia basaia et. al.  Built a deep learning algorithm that predicts the diagnoses 

of AD based on the CNN. The comparisons in this proposal between AD and HC datasets 

show the higher accuracy, sensitivity and specificity (higher than 98%). These results 

obtained in the AD vs. HC classification using both ADNI dataset and the combined 

ADNI + Milan data set.  The CNN in this research is able to distinguish between patients 

of c-MCI and HC with higher performance of (accuracy, sensitivity and specificity up to 

86% [22]. 

Santos Bringas, et. al. developed a software in (Sep. 2020) to identify the level of AD the 

patients that suffer from through deep learning with mobility data. They based CNN in the 

proposal system to improve the accuracy of the identification of AD stages in comparison 

to common supervised learning models. Mobility data based on this research will facilitate 

the monitoring of the patients as well as facilitate the proper action to be taken in suitable 

time and this will help in providing optimal treatment. The based model used in this 

proposal achieved accuracy up to 90.91%, F1- score reached to 0.897 [23].  
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 Recently R. C. Suganthe1 et. al.  in (March 2021) proposed a research based on the 

incorporation of both the Resnet and inception formulation for magnetic resonance 

imaging (MRI) images. In this model the researchers get results of accuracy, Precision, 

Recall, AUC, and F1 Score metrics to test a classification model.  This model achieved 

79.12% Accuracy, 70.64% Precision, 28.22% Recall, 81.9%AUC, 39.91% F1 Score [24]. 

In another study by Xia Owen Chen that was released in (May. 2022), they proposed a 

combination of deep convolutional NNs with iterated random forest (RF) architecture. The 

mean training AUC of the three runs was 85.1% with 95% confidence intervals for the 

results of AD vs. MCI (CIs). For AD vs NC, the mean training AUC for the three runs was 

90.6% in 95% CIs. For the three stratifications of AD, MCI, and NC, the F1 and MCC 

scores of both sets were 59.9% and 59.5%, respectively, although the relative accuracy, 

recall, and specificity for each category in the training test (TS) were all close to 89% [25]. 

Zhiwei Qin et. al. in (Aug. 2022) developed a model that was effective at extracting the 

important aspect of photos. The researchers suggested a 3D HA-ResUNet model, which 

incorporates a hybrid attention mechanism. The hybrid attention mechanism is paired with 

the backbone classification model's skip connection, which benefits from both channel and 

spatial attention. Accuracy, sensitivity, precision, F1 score, and G-mean are all improved 

by 4.88%, 10.52%, 0.94%, 6.17%, and 5.60%, respectively, with the inclusion of the 

hybrid attention module [26].  

In this research, a five DCNN models (CNN, VGG-16, VGG-19, ResNet50 and DenseNet121 with 

transfer learning) were evaluated and tested for the classification and prediction of AD. The differences 

in the prediction accuracy of different models were compared and analyzed comprehensively. The 

main improvement was as follows: 1) we analyzed and compared five DCNN models for classification 

and prediction with transfer learning for an important medical disease. 2) We raised the models' 

accuracy % and investigated the causes of the various levels of influence. 3) We offered CNN model 

suggestions for various computational contexts. The rest of this paper is organized as follows: section 

II illustrates the proposed methods and materials; the specifications and preprocessing of the selected 

dataset is described besides the theoretical concepts of the proposed model and its architecture. This 

section also includes the evaluation metrics theory and hardware specifications used to run the model 

and extracts the results. Section III presents the experimental results and discussions and finally section 

IV discusses the conclusion. 

II. PROPOSED METHODS AND MATERIALS 

A. Dataset Specifications and Preprocessing 

Image preprocessing is a technique that turns unprocessed picture data into a dataset 

that can be used. As the photos were gathered from multiple sources, the dataset is not in 

standard form. The dataset cannot be used for data analysis as a consequence. As a result, 

the picture collection has to be preprocessed to provide valid data in order to do feature 

extraction and prediction. This dataset is collected from Kaggle data science company [27] 

(a data science and machine learning online community operated by Google LLC.) and 

consists of preprocessed MRI (Magnetic Resonance Imaging) Images. It consists of 6400 

MRI images resized into 128 x 128 pixels. There are four classes as follows (see Fig. 1 

(A)): 

• Class - 1: Mild Demented (896 images) 

• Class - 2: Moderate Demented (64 images) 
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 • Class - 3: Non-Demented (3200 images) 

• Class - 4: Very Mild Demented (2240 images) 

A few samples of different classes of these images are shown in Fig.1 (B). It is worth 

mentioning that the classification results discussed and explained in later sections are 

displayed in this figure to avoid figures’ repetition. 

  

  

A. CLASS DISTRIBUTION B. SAMPLE IMAGES OF DIFFERENT CLASSES WITH PREDICTIONS [27] 

 

FIG. 1. AD DATASET SPECIFICATION. 

B . Proposed DCNN Model 

The input to our model is an RGB (Red Green Blue) image. In a wide view, the 

model is composed from three phases: First, the preprocessing phase where images are 

preprocessed through image rescaling strategy. Second, the convolutional layers that are 

mainly the DCNN algorithms which are: CNN, VGG-16, VGG-19, ResNet50 and 

DenseNet121 with eliminating the final layer in order to make use of the transfer learning 

strategy. The final phase is our proposed FC layer for the final image classification. First, 

transfer learning models and layers are explained briefly then the proposed layer that 

integrates the system will be explained after. The block diagram Fig. 2 below shows the 

block diagram of the overall model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 2. PROPOSED MODEL’S BLOCK DIAGRAM. 
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 1. CNN 

The architecture of CNN [28], [29] in DL represents a class of feedforward NNs that 

learns directly from input data. It is a very effective approach for classifying image data. 

Mainly, the input image must be of size 28x28x1, then a series of convolution and pooling 

layers run to get the classified output image. The first layer is a convolution kernel with a 

valid padding (i.e., number of pixels added to an image while processing with CNN’s 

kernel), the second layer is a max-pooling (a technique for generalizing features extracted 

by convolutional filters and helping in feature recognition). See reference [28] for more 

details on CNN architecture. The final layer is our suggested flatten Fully-Connected (FC) 

layer with a soft-max activation function. The flattening is used to convert 2D arrays into a 

single continuous linear vector. The dropout layer is a mask for eliminating some neurons 

towards the next layer and keeps others. Finally, the ReLU and soft-max activation 

functions are used through different layers see Fig. 3. 

 

FIG. 3. CNN’S ARCHITECTURE [28]. 

 

2. VGG-16 

VGG-16 [30], [31] is a CNN model used in object detection and image recognition 

but with increased depth by employing a stride 1 architecture with a very tiny (3x3) 

convolution filter and a stride 2 architecture with constant padding and maximum pool 

layer. for 16 weighted layers making it about 138 trainable parameters and this is the 

important feature about this type. It consists of 13 convolutional layers, 5 max pooling 

layers and 3 dense layers. The result is 21 layers but weight layers are on 16 where the 

convolution and max pool layers are arranged consistently. The input tensor size is 

224x224 with 3 RGB channels. There are 64 filters in Conv-1 Layer, 128 filters in Conv-2, 

256 filters in Conv-3, 512 filters in Conv-4, and 512 filters in Conv-5. A stack of 

convolutional layers is followed by 3 FC layers, the third of which conducts 1000-way 

ILSVRC classification and has 1000 channels. The first two FC layers have 4096 channels 

each. (one for each class), see references [32], [33]. Our recommended flatten Fully-

Connected (FC) layer with a soft-max activation function is the top layer, see Fig. 4. 
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FIG. 4. VGG-16 ARCHITECTURE [30]. 

3. VGG-19 

It is an extended version of VGG-16 by having 19 FC weighted with max pool and 

dropout layers as shown in Fig. 4 below [32]. A fixed size of (224x224) RGB image was 

given as inputs with the same properties of VGG-16. The only preprocessing that is done 

is that they subtracted the mean RGB value from each pixel, computed over the whole 

training set. It uses kernels of size 3x3 with a stride size of 1 pixel to cover all images. 

spatial padding was used to preserve the spatial resolution of the image. Max pool was 

performed over 2x2 pixel windows with stride 2. Implemented 3 FC layers from which 

first two were of size 4096 and after that a layer with 1000 channels for 1000-way 

ILSVRC classification and the final layer is a soft-max function (refer to reference [34] for 

more details). Fig. 5 illustrates the proposed model in terms of using this architecture with 

the suggested FC layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 5. VGG-19 ARCHITECTURE [32]. 
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 4. ResNet50 

A ResNet model version called ResNet50 includes 48 Convolution layers, 1 Max 

Pool layer, and 1 Average Pool layer. The total deep convolutional layers are 50 layers. 

The fundamental breakthrough with this model is that it allows to train extremely DNNs 

with 150+layers.  There are two types of blocks in the architecture of this model which are 

identity blocks and convolutional blocks. There are also two kinds of mapping: identity 

mapping and residual mapping, refer to reference [35] for a detailed explanation about this 

model’s architecture. Fig. 6 illustrates the proposed model in terms of using this 

architecture with the suggested FC layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

FIG. 6. RESNET50 ARCHITECTURE [35]. 

 

5. DenseNet121 

This model simplifies the connectivity pattern among layers as compared to other 

architectures like ResNet and others by ensuring maximum information and gradient flow 

through connecting each layer directly to the others. Features map groupings cannot be 

achieved if their sizes are different no matter whether these groupings are an addition or a 

concatenation. Therefore, they are divided into Dense-Blocks, where feature maps’ 

dimensions remain constant within each block, however, filters’ numbers change among 

them. The in-between layers are called Transition Layers and are responsible for the down-

sampling by applying a batch normalization, 1x1 convolution and 2x2 pooling layers. 

Refer to reference [36] for more details about the architecture of this model. Fig. 7 

illustrates the proposed model in terms of using this architecture with the suggested FC 

layer. 
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FIG. 7. DENSE121 ARCHITECTURE [36]. 

 

The final phase shown in Fig. 2 through Fig. 6 is our suggested flatten Fully-

Connected (FC) phase with an Adam optimizer as shown in Fig. 8. According to the 

transfer learning, the top layer of the original architecture must be frozen and 

convolutional based layers must be set to untrainable. In this new phase there are four 

dense layers in which Each neuron in the preceding layer, three of which have ReLU 

activation functions, gets input from all other neurons in that layer. The last output layer 

has a softmax activation function. 4096 neurons make up the first layer, the second layer 

has 1072 neurons, the third layer has 512 neurons while the last layer has only four 

neurons. The dropout value was set to 0.25 to eliminate some neurons towards the next 

layer and keep others. The flattening is used to convert 2D arrays into a single continuous 

linear vector since a dense layer requires input in a one-dimensional shape.  

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 8. SUGGESTED FC LAYER. 

C. Evaluation Metrics 

Numerous performance indicators were compiled throughout the examination of the 

algorithms that were deemed intelligent. The most popular measures from the relevant 

literature will be taken into account in the present estimation. 
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 Recall (true positive rate) or responsiveness, which is connected to all positive members, 

pertains to the percentage of members who had a brain condition and were appropriately 

worried favorably. While working with unbalanced data, precision and recall are more 

reasonable to identify a model's faults. Precision refers to how many people who actually 

fall into this category have Parkinson's disease. Recall, on the other hand, shows the 

number of individuals who had Parkinson and are accurately predicted. Finally, f1-score 

represents the harmonic mean of the precision and recall and sums up the predictive 

performance of the model. Equations below represent the details of those parameters [37]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹�̇�
                                      (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹�̇�
                                            (2) 

𝐹1𝑠𝑐𝑜𝑟𝑒 =
2

1 𝑅𝑒𝑐𝑎𝑙𝑙⁄ +1 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⁄
                    (3) 

where TN: true negative, TP: true positive, FP: false positive and FN: false negative. Model 

evaluation, on the other hand, is often based on the accuracy by describing the number of 

correct predictions overall predictions as shown in the following equation [38]: 
∑ 𝑇𝑃+∑ 𝑇𝑁

∑ 𝑇𝑃+∑ 𝑇𝑁+∑ 𝐹𝑃+∑ 𝐹𝑁
=

𝑁𝑜.  𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑁𝑜.𝑜𝑓 𝑎𝑙𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑁𝑜.  𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑁
            (4) 

Where N is the database size. In this research, the precision measures how many correct 

positive predictions (TP). Second, recall measures how many positive cases the classifier 

correctly predicted over all positive cases in the dataset. Finally, F1-score measures the 

average of precision and recall [39]. 

The proposed method was written in Python version 3.9 using Keras and other TensorFlow 

libraries with Jupyter notebook and scikit-learn tools run on Microsoft Visual Studio Code 

version 1.71.0 and Node.js: 16.14.2. In addition, all experiments and implementations were 

implemented on a Dell Precision laptop with Xeon processor, 64-GBps RAM and 1024-GBps 

Hard disk. 
 

III. RESULTS AND DISCUSSION 

In this section, DCNN models’ performance were tested and evaluated using the 

Python 3.9 environment as mentioned in the previous section. Results were collected from 

the five previously explained architecture models which are CNN, VGG-16, VGG-19, 

ResNet50 and DenseNet121. The dataset was divided into two divisions, namely, 80% for 

training and 20% for validation. Concerning these models except CNN, the final 

classification phase was eliminated and the same fully connected output NN layers were 

used as part of the transfer learning philosophy in order for performance comparison to be 

justified. This phase consists of three dense layers of 4096, 1072 and 512 neurons with 

ReLU activation function, and a final dense layer of 4 neurons with softmax activation 

function optimizer and learning rate 0.002. Fig. 9 on the left illustrates the classification 

report performance metrics (precision, recall and f1-score) of implemented DCNN models. 

Depending on these results CNN achieved the highest performance by recording 97.75% 

precision, 98% recall and 97.67% f1-score. DenseNet121, on the other hand, achieved the 

lowest performance by recording 77.75% precision, 83% recall and 77.50% f1-score. 
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FIG. 9. CLASSIFICATION REPORT METRICS. FIG. 10. ACCURACY AND LOSS PERCENTAGE. 

 

Fig. 10 on the right, demonstrates the accuracy (test accuracy and validation 

accuracy) and loss (test loss and validation loss) on the proposed models. VGG-16 

achieved the highest train accuracy of 96.56% while DenseNet121 had the lowest train 

accuracy of 94.62%. CNN recorded the highest test or validation accuracy of 97.18% 

while ResNet50 had the lowest validation accuracy of 84.04%. For train and validation 

loss metrics, VGG-19 had the lowest train loss of 9.55% while CNN had the lowest 

validation loss which is 9.92%. Finally, the highest train loss was 13.86% and highest 

validation loss was 37.16%, both achieved by DenseNet121. 

   

(A) CNN (B) VGG-16 (C) VGG-19 

  

 

(D) RESNET50 (E) DENSE121  

FIG. 11. TRAINING DATA ACCURACY AND LOSS. 

 

Fig. 11 above, illustrates the performance curves in terms of training data accuracy and loss of the 

training data. From this figure, we can see the effect of different classification algorithms on reducing 

the loss of training data which is a very important factor to less than 0.1 with each epoch. Meanwhile, 

the accuracy curve moves in an opposite direction where it reaches ratios near 0.95 which represent 

important improvement as compared to other researches. 
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(A) CNN (B) VGG-16 (C) VGG-19 

  

 

(D) RESNET50 (E) DENSE121  

FIG. 12. TRAINING AND VALIDATION ACCURACY. 

 

Fig. 12 above, interprets the difference between accuracy of training data and 

accuracy of validation or testing data. We can see that the stability of validation curves 

bounces with initial epochs and begins to stabilize for a higher number of epochs although 

it gets closer to the training accuracy curve. In this figure, we can see that the validation 

accuracy of CNN only is higher than its training accuracy because of the use of dropout 

philosophy, since the behavior is different between training and validating. The percentage 

of features when training is set to 25% because of using (Dropout (0.25)). In the validation 

phase, all features are used and scaled appropriately thus the model at validation time is 

more robust and results in higher validation accuracy. 

   

(A) CNN (B) VGG-16 (C) VGG-19 

  

 

(D) RESNET50 (E) DENSE121  

FIG. 13.TRAINING AND VALIDATION LOSS. 

 

Fig. 13 above, shows the difference between training loss and validation loss. Results 

are different in each algorithm; we can see the high performance of CNN where the loss 

curve of the validation data has smaller values of the loss curve of the training data which 
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 is the desired situation. VGG-16 has nearly the same curves while VGG-19 has a higher 

validation curve than training curve which restricts the performance of this algorithm 

although these loss values do not exceed 0.5. ResNet50 and Dense121, on the other hand, 

have similar characteristics of VGG-19 with validation loss values not exceeding 0.6 and 

training loss values not exceeding 0.4 in the first epochs and decreases to 0.1 in the last 

epochs.  

As compared to other researches, our research provides an improved performance in 

terms of accuracy and loss metrics. Table I below presents a comparison with references 

[22], [23] where they achieved accuracy less than our research in 2% for the first one and 

20.36% for the second reference. It is worth mentioning that the compared references 

didn’t mention the loss metric of their models. 

TABLE I. COMPARISON WITH OTHER RESEARCHES  

Metric Proposed Model [22] [23] 

Accuracy 91% 70.64% 89% 

Loss 19.75% - - 

F1-score 88.83% 39.91% 59.9% 

 

IV. CONCLUSIONS  

Brain diseases like Alzheimer's represent an extreme difficulty in a human's life and 

surrounding relatives and it should be clearly diagnosed to avoid future reduplications or side 

effects. Nowadays, with the evaluation of artificial intelligence especially DL and different 

CNN-based architectures in image classifications and predictions, it is easier and more 

efficient to detect such kind of diseases and classify it in its different stages (i.e., mild 

demented, moderate demented, non-demented and very mild demented). 

In this path, this work researches the viability of different DCNN (CNN, VGG-16, VGG-19, 

ResNet50 and DenseNet121) algorithms to appoint the most precise algorithm for predicting 

and classifying AD stages depending on sampled MRI images. The algorithms’ performance 

evaluation has been calculated using accuracy, f1-score that totalizes precision and recall 

metrics. Those are the main metrics to compare and evaluate such types of algorithms besides 

uncovering the algorithm’s authenticity and predictive capacity regarding AD.  

During implementation, results were satisfying in terms of accuracy for such an image 

classification approach. Where, the average performance percentage of the overall proposed 

model is as follows: accuracy is 91%, loss is 19.75%, precision is 89.4%, F1-score is 88.83% 

and recall is 90%. Finally, it is worth mentioning that transfer learning extremely increases 

the accuracy of DCNN models. 
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