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A B S T R A C T 

Load balancing in internet services acts as a reverse proxy to distribute network bandwidth or application 

traffic across a number of servers. The decrease of internet route cost calculated from the distance, number 

of hops, bandwidth capacity, equipment maintenance, power consumption ...etc. is needed to make the 

network intermediate devices more intelligent. The aim is to make the devices to be self-decision, acting 

upon data found in network and transport layer protocols (Internet Protocol IP. Transmission Control 

Protocol TCP, File Transfer Protocol FTP, User Datagram Protocol  UDP), delivering the services to the 

secondary internet (wireless or optical fibers) ISPs. To achieve this target, the use of operation research 

algorithm, such as linear programming, has been proposed to solve the problem of minimizing transport and 

distribution cost by developing a technique to overcome the transmission load cost of the path selection. 

The proposed Efficient Weighted Round Robin Load Balancer EWRRLB will assign different costs to each 

internet connection based not just on its capacity or priority, but also will take into account the cost of 

transmission path. This allows load balancer to allocate the best economic path, beside larger share of the 

bandwidth to certain connections. 

 

© 2024 University of Al-Qadisiyah. All rights reserved.    

1. Introduction

     The management of Internet bandwidth, at the level of local operators, 

has become an important issue in recent years due to the steady increase in 

the number of users and the high demand for Internet speeds, to ensure 

internet capacities distribution among sources and demands [1]. Many local 

companies distribute and sell the Internet capacity from WAN (hole sale) 

obtained from several sources. These are divided into the need and the 

demand transferred to many consumers who are also representing Internet 

retail companies [2]. This distribution is done through a set of network 

intermediary devices, such as routers, modems, switches, LAN, ISP 

network backbones and internet exchange ports IXPs that use different 

operating systems. Many techniques have been used to overcome the 

problems of load balancing (Internet Bandwidth Balancing).  
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These techniques can optimize network performance and ensure a good 

distribution of traffic across large number of internet connections [3]. The 

Internet capacity is often provided with more than the customer needs to 

ensure that the data flows properly. This leads to a much larger value of 

payments than the actual for the internet capacity in which they are 

effectively exploited [1]. 

There are some hardware and software solutions to achieve this, such as 

Least Connection Load Balancing (LCLB) [4], Multi WAN routers, 

firewalls and Cloud Based Load Balancers [5]. Effective management of 

Internet distribution networks uses the Weighted Round Robin Load 

Balancer WRRLB [6]. This algorithm can ensure Internet bandwidth 

rations, which is distributed indiscriminately or unintentionally costing 

millions of dollars annually although it is not actually used. This tends to 

reduce network redundancy effectively [7]. Network redundancy presumes 

a process through which additional or alternate instances of network 

devices, equipment and communication mediums are installed within 

network infrastructure. It is a method used to ensure network availability in 

case of a network device or path failure providing a means of network 

failover. Network redundancy is primarily implemented in enterprise 

network infrastructure to provide a redundant source of network 

communications [2].  

Weighted Round Robin Load Balancer (WRRLB) algorithm works by 

assigning different weights to each internet connection based on its 

CAPACITY OR PRIORITY only. This allows a larger share of bandwidth 

to certain connections [8]. All the mentioned algorithms including the last 

modified version of (WRRLB) do not take into account the path cost while 

distribute the rations of selected targets. Path cost, if added, will improve 

(WRRLB) algorithm by preventing the selection of overpriced 

(uneconomical) path while ensuring that the capacity or priority are not 

LOST simultaneously. Figure (1) shows the scheme of WRRLB [9]. 

The WRRLB serves as a backup mechanism for quickly swapping network 

operations onto redundant infrastructure in the event of unplanned network 

outages [1]. Typically, network redundancy is achieved through the 

addition of alternate network paths, which are implemented through 

redundant standby routers and switches [2]. 

When the primary path is unavailable, the alternate path can be instantly 

deployed to ensure minimal downtime and continuity of network services 

[10]. The best bandwidth management should provide more client 

subscriptions without buying more bandwidth. This can handle the seasonal 

load (for example, heavy in summer while light in winter) dynamically, it 

improves Quality Of Service (QoS) without torturing the client. 

 

 

In this paper, the operation research transportation problem is suggested as 

an analogy to solve a similar problem in network capacity delivery using 

Load Balancers [11, 12]. This proposed modification for WRRLB is 

suggested to give a new efficient way that merges WRRLB, which ensures 

capacity and priority, with cost of transmission path. This is named as  

 

Efficient Weighted Round Robin Load Balancer (EWRRLB), to be used in 

optical networks connecting the sources to customers [13]. Merging and 

splitting of internet capacities by optical fibers switches will be used. The 

tabular methods are adopted to solve the transportation problem with linear 

programming [8, 15]. 

 

 
Figure. 1 Weighted Round Robin Load Balancer Algorithm [9] 

Nomenclature: 
 

 

LCM Least Common Multiple Greek symbols 

RR Round Robin ω Priority weight 

S Server Bandwidth Supply Subscripts 
D Server Bandwidth Demand i Server index 

ISP Internet Service Provider j Weight index 

OTN Optical Transport Network m Index of priority (columns) 
ONU Optical Network Unit n Index of priority (rows) 

WDM Wavelength Division Multiplexing ro Initial Round 

Z Overall cost   
X Cell cost   

C The index of cell   

LC Least cost method Transportation problem   

NW North west method Transportation problem   
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2-Load balancer in Optical Network 

Load balancing techniques are typically associated with data networks, 

such as IP-based networks, where data packets are routed and distributed 

among various servers, routers, or links to optimize traffic and resource 

utilization [14].  

In optical networks, load balancing may not be a direct concept as it is in 

data networks because optical networks operate differently and focus on the 

transmission of optical signals through fiber-optic cables [15]. 

 However, there are related concepts and technologies used in optical 

networks to ensure efficient operation and traffic management. It is possible 

to use Load Balancers in many parts of the Optical Network [16], depending 

on the design and services to optimize traffic and resource utilization [17]. 

Wavelength Division Multiplexer (WDM) is a technology used in optical 

networks to transmit several wavelengths (colors of light) over a single 

fiber. This permits multiple data streams to travel simultaneously on the 

same optical medium, causing an increase in the network's capacity. Optical 

switches are used to route optical signals within the network. These 

switches can dynamically route traffic from one optical path to another to 

optimize network resource usage and minimize congestion [18]. 

Traffic engineering techniques are often employed in optical networks to 

manage the flow of traffic efficiently. This can optimize the path for 

different wavelengths or setting a protection and restoration mechanisms to 

deal with network failures. Optical Transport Network (OTN) is a standard 

for optical network infrastructure that provides a framework for efficiently 

multiplexing and routing optical signals. It offers features like error 

correction and OAM (Operations, Administration, and Maintenance) for 

better network management [19]. Optical networks also manage resources 

such as transponders, repeaters, and amplifiers to ensure that the light 

signals are transmitted efficiently over long distances. While load 

balancing, as it's commonly understood in IP-based networks, may not be 

applied directly to optical networks, the optimization of traffic and resource 

utilization is a fundamental concern in both types of networks. Optical 

networks use specific techniques and technologies to achieve this 

optimization [20]. 

Weighted Load Balancing technique has many requests in network 

engineering such as: 

A) Weight Assignment: Each internet connection is given aweight value. 

Higher weights specify a greater capacity or priority, while lwer weights 

denote less capacity or lower priority. For instance, a faster and more 

reliable connection is assigned with a higher weight, while a slower or less 

reliable one obtains a lower weight [21]. 

B) Traffic Distribution: The load balancer at that moment uses these weight 

values to fix how much traffic each link should handle. Connections with 

higher weights accept a larger share of the received traffic, while those with 

lower weights get a smaller share [22]. 

 

 

 

 

Figure. 2 (OTN) with Load Balancer hardware [19] 

Load balancer hardware in an OTN environment helps evenly to distribute 

traffic across multiple optical links or paths. It ensures that the network 

resources are utilized efficiently preventing any single link from being 

overloaded. This helps in achieving better network performance, increased 

reliability, and improved fault tolerance [23]. Fig.2 shows Optical 

Transport Network (OTN) with Load Balancer hardware. 

 

3- Weighted Round Robin Algorithm 

The Weighted Round Robin (WRR) algorithm is a load balancing algorithm 

that assigns a weight to each server in a pool, and it distributes incoming 

requests to the servers based on their weights. The higher the weight, the 

more requests a server will receive. The mathematical model for Weighted 

Round Robin can be described as follows [24]: 
To implement the Weighted Round Robin procedure mathematically, the 

next steps will be used: 

1- Determine the weights for each server/resource. Assume that there 

are n servers/resources with priority weights =  𝜔1, 𝜔2, 𝜔3, … , 𝜔𝑛. 

2- Calculate the least common multiple (LCM) of the weights. It signifies 

the maximum number of rounds required to cycle over all the 

servers/resources.  

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑟𝑜𝑢𝑛𝑑𝑠 = 𝐿𝐶𝑀(𝜔1, 𝜔2, … , 𝜔𝑛)                    (1)  

3- Define a variable current Round to keep track of the current round. 

4- For each round from 1 to maximum rounds, the weights assignedto 

servers 𝑆1, 𝑆2, 𝑆3 … , 𝑆𝑛 , are given. 

The Weighted Round Robin algorithm cycles through the servers in a 

circular manner and selects the next server based on the weights. Let 𝑖 be 

the index of the current server, and 𝑛 be the total number of servers. The 

index of the next server 𝑆𝑁𝐸𝑋𝑇 is selected using the following formula: 

𝑖 = (𝑖 + 1)𝑚𝑜𝑑 𝑛                                                              (2) 

The algorithm ensures that the index 𝑖 wraps around to 1 when it reaches 𝑛, 

creating a circular cycle. 

The selection is based on the weight of the server. If the weight of 𝑆𝑖 is 𝜔𝑖, 

the server 𝑆𝑁𝐸𝑋𝑇  is selected such that: 𝑆𝑁𝐸𝑋𝑇  = 𝑆𝑖  , with probability of 
𝜔𝑖

∑ 𝜔𝑗
𝑛
𝑗=1

 . This formula confirms that server with higher weight receives a 

larger share proportion of requests. The probability of selecting each server 
is proportional to its weight (the weight represents the capacity or priority 

only). Server with higher weight receives more requests compared to 

servers with lower weights, attaining a form of load balancing based on the 
specified weights. 
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As seen above, the algorithm did not take into account the path cost, it 

just got its weight from the capacity or priority.  

5- Compute the index of the server/resource for the current round by 

means of the formula: 

      𝑐𝑟 = 𝑐𝑟𝑜 − 𝜔𝑛                                                                            (3) 

Where 𝑐𝑟 is the current index and 𝑐𝑟𝑜 is the current round. Assuming 

0-based indexing. Use the calculated current index to select the 

server/resource for that round [25]. 

 The transportation packet model can be represented as shown in 

figure (3) with a's representing the sources and b's representing the 

destinations. The a's represent the main ISPs, while the b's represent the 

sub ISPs. Here, one can easily observe the similarity between these 

operations and the transportation problem. Depending on that analogy, 

the transportation procedure is used. 

The weights assigned to servers can be dynamically adjusted to put up 

changes in server capacity, performance, or traffic patterns. This allows 

the load balancer to adapt to variations in demand and ensure optimal 

resource utilization continuously.  Round Robin algorithm with 

weights provides a straightforward yet current approach to load 

balancing by allocating incoming requests to servers in a manner that 

reflects their individual capacities, guaranteeing optimal performance 

and resource consumption in a server group or network location.[26]. 

4-Enhanced Weighted Round Robin Algorithm 

(EWRRLB) 

The proposed algorithm named EWRRLB, uses two operation research 

transportation problem solving techniques, the North West (NW) and 

Least Cost (LC) techniques. In operation research, the least cost and north 

west methods are two popular techniques used to solve transportation 

problems. These methods are essential in logistics and supply chain 

management, where the efficient movement of goods from one location to 

another is critical [26]. 

 

The least cost method is an optimization technique that aims to minimize 

the total transportation cost while meeting the demand for goods at each 

destination. The method involves creating a transportation table, which 

shows the distance and cost of moving goods between each origin and 

destination. The least cost path is then determined by finding the shortest 

path with the lowest total cost [27]. 

The north west method, also known as the north east corner rule, is a 

heuristic technique used to approximate the optimal solution for the 

transportation problem. The method involves filling the transportation table 

from the top left corner, moving diagonally towards the bottom right corner. 

The north west method is useful when the transportation table is large and 

complex, as it provides a quick and approximate solution [26]. 

Both methods are essential in solving transportation problems because they 

help to minimize transportation costs, optimize resource utilization, and 

improve overall efficiency. They are also useful in identifying potential 

bottlenecks and inefficiencies in the transportation network, which can be 

addressed through process improvements or infrastructure [28]. 

In this paper, these techniques were employed due to the similarity in goal, 

whereas the purpose is to transfer Internet capacities, and improve the 

performance of load balancer devices, as it takes into account the capacity 

of sources and the priority of destinations only, without considering the path 

cost. This algorithm adds the calculation of the path cost by using minimum 

computing resources (tabular method), without using AI complexities, to 

allocate adequate bandwidth size from the source to the target according to 

the precedence as well as the cheapest path cost. 

To take into account the path cost, the amount of supply available at source 

i, is ai, and the demand required at destination j is bj [27]. The cost of 

transporting one unit between source i and destination j is cij. Let xij denote 

the bandwidth transported from Primary ISP i to secondary ISP j. The cost 

associated with this sub division is the cost quantity which is equal to cij xij.  

The proposed modification is to add the weights 𝜔1, 𝜔2, 𝜔3, … , 𝜔𝑛 to the 

cost equation mentioned in equation (4), The cost of transporting the 

commodity from source i to all destinations will be [28]: 

∑|𝑐𝑖𝑗 − 𝜔𝑖𝑗|𝑥𝑖𝑗 = |𝑐𝑖1 − 𝜔𝑖1|𝑥𝑖1 + |𝑐𝑖2 − 𝜔𝑖2|𝑥𝑖2 + ⋯

𝑛

𝑗=1

 

 

                                       +|𝑐𝑖𝑛 − 𝜔𝑖𝑛|𝑥𝑖𝑛                                            (4) 

Thus, the overall packet transmitting cost representing the product from all 
ISPs (sources) to all sub ISPs (destinations) will be: 

Total Transmission cost= 

 ∑ ∑ |𝑐𝑖𝑗 − 𝜔𝑖𝑗|𝑥𝑖𝑗
𝑛
𝑗=1  𝑚

𝑖=1                                                 (5) 
 

 

Figure. 3 Load Balancer with minimum transportation cost calculations 

 

To minimize bandwidth transportation cost, by taking into account the 

work of load balancer calculated as the 𝜔𝑚𝑛 (the priority), equation (5) is 

rewritten as; 

 𝑧 = ∑ ∑ |𝑐𝑖𝑗 − 𝜔𝑖𝑗|𝑥𝑖𝑗
𝑛
𝑗=1   

𝑚
i=1                                                (6) 

Subject to ∑ 𝑥𝑖𝑗 ≤ 𝑎𝑖  𝑛
𝑗=1  for all i=1,…,m                             (7) 

 and ∑ 𝑥𝑖𝑗 ≥ 𝑏𝑖  𝑚
𝑖=1  for all j=1,…,n                                        (8) 

where, 𝑥𝑖𝑗 ≥ 0 for all i and j. 

5. Bandwidth distribution using Operation Research 

In this paper, traditional methods of solving transportation problems used 

in operational research will be adopted by analogy to solve the bandwidth 

distribution problems of Internet packets received from various internet 

service providers. These methods have been used due to the similarity 

between the transportation in operation research and the bandwidth 

transportation in networking [24].  

By mentioning the current algorithm (Weighted Round Robin) used in the 

load balancer, to which a proposed modification (Enhancement) was added 
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to improve its work by using tabular methods in operations research and 

gives the name of EWRRLB. 

 

The target of simplification algorithms is to achieve the minimum cost of 

supplying the internet packets from multi- sources to multi-destinations, 

without any loss and with minimum cost. Thus, transportation methods 

(Least Cost,North West, and Voggel’s Method) will be used based on the 

demands D: D1, D2, D3 and D4 in Gigabit/second (bandwidth) and the 

supplier ability S: S1, S2, and S3 to supply these amounts in Gigabit/second 

(bandwidth). 

 

The same values shown in table (1) for the demands and supplier ability are 

used in North-West Corner and Least Cost methods to make fare 

comparison of the resultant cost values. These two methods will be tested 

then, the minimum expense resultant path will assign which of them will be 

chosen. This is applied to the transportation problem, which ensures that 

there is an initial basic feasible solution [25].  

 

5.1 Transportation Problem using North-West Corner method 

 
The North-West Corner method is a technique in operations research used 

to solve transportation problems. It starts allocating shipments from the top-

left corner, proceeding to the right and down. 

 

  In the following test, it is assumed that:  

 
Number of supply constraints: 3 , Number of demand constraints:4, 

A numerical test for North-West Corner method is illustrated in tables  (2-

6) that show the steps of solution of Transportation Problem using North-

West Corner method. It is assumed that there are three sources (ISPs) of S1, 

S2 and S3 with 5, 20 and 25 Gbps respectively and the demands (Sub ISPs) 

of D1, D2, D3 and D4 are 10, 5, 15 and 20 Gbps respectively.  

 

 

Table 1. Supply and demand Table  

 

 D1 D2 D3 D4 Supply 

S1 4 6 2 4 5 

S2 3 0 5 6 25 

S3 7 8 9 10 20 

Demand 10 5 15 20 50 

The minimum values for S1=5 and D1=10 are compared. The smaller of 

the two i.e. min(5,10) = 5 is assigned to S1 D1, This exhausts the capacity 

of S1 and leaves 10 - 5 = 5 units with D1. 

 

Table 2. first iteration NW corner method 
 

 D1 D2 D3 D4 Supply 

S1 4(5) 6 2 4  5-5=0  

S2 3 0 5 6 25 

S3 7 8 9 10 20 

Demand  5 5=10-5  5 15 20  

The minimum values for S2=25 and D1=5 are compared. The smaller of 

the two i.e. min(25,5) = 5 is assigned to S2 D1; This meets the complete 

demand of D1 and leaves 25 - 5 = 20 units with S2 

 

Table 3. second iteration NW corner method 

 

 D1 D2 D3 D4 Supply 

S1 4(5) 6 2 4 0 

S2 3(5) 0 5 6  25-5=20  

S3 7 8 9 10 20 

Demand  5-5=0  5 15 20  

The minimum values for S2=20 and D2=5 are compared. The smaller of 

the two i.e. min(20,5) = 5 is assigned to S2 D2, This meets the complete 

demand of D2 and leaves 20 - 5 = 15 units with S2 

 

Table 4. Third iteration NW corner method 
 

 D1 D2 D3 D4 Supply 

S1 4(5) 6 2 4 0 

S2 3(5) 0(5) 5 6  20-5=15  

S3 7 8 9 10 20 

Demand 0  5-5=0  15 20  

The minimum values for S2=15 and D3=15 are compared. The smaller of 

the two i.e. min(15,15) = 15 is assigned to S2 D3. This exhausts the 

capacity of S2 and leaves 15 - 15 = 0 units with D3 

 

Table 5. Fourth iteration NW corner method 

 

 D1 D2 D3 D4 Supply 

S1 4(5) 6 2 4 0 

S2 3(5) 0(5) 5(15) 6 15-15=0  
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S3 7 8 9 10 20  

Demand 0 0  15-15=0  20  

 

The minimum values for S3=20 and D3=0 are compared. The smaller of 

them i..e. min(20,0)= 0 is assigned to S3 D3, This meets the complete 

demand of D3 and leaves 20 - 0 = 20 units with S3 

 
 Table 6. Feasible solution of NW corner method 

 

 D1 D2 D3 D4 Supply 

S1 4 (5) 6 2 4 5 

S2 3 (5) 0 (5) 5 (15) 6 25 

S3 7 8 9 10 (20) 20 

Demand 10 5 15 20  

Thus, The minimum total transportation will be: 

Cost(NW) =4×5+3×5+0×5+5×15+10×20=310 

The number of allocated cells = 5, which is one less than m + n - 1 = 3 + 4 

- 1 = 6.This solution means that the total route cost of transmission among 

the supplies and destinations is 310 units, taking into account cost of each 

cell and every single cell represents one connection. 

 

5.2 Transportation Problem using Least Cost (LC) method 

 
The same numbers used in sec.5.1, will be reused again in (LC) method, to 

facilitate a comparison of the results of total path cost between them: 

 

The minimum values for S1=5 and D1=10 are compared. The smaller of 

the two i.e. min(5,10) = 5 is assigned to S1 D1, This exhausts the capacity 

of S1 and leaves 10 - 5 = 5 units with D1. 

 

Smallest transportation cost is 0 in cell S2D2The allocation to this cell 

is min(25,5) = 5.  This satisfies the entire demand of D2 and leaves 25 - 5 

= 20 units with S2  

Table 7. first iteration of LC method 
 

 D1 D2 D3 D4 Supply 

S1 4 6 2 4 5 

S2 3 0(5) 5 6  25-5=20  

S3 7 8 9 10 20 

Demand 10  5-5=0  15 20  

 

The smallest transportation cost is 2 in cell S1D3 

 
Table 8. second iteration of LC method 

 

 D1 D2 D3 D4 Supply 

S1 4 6 2(5) 4 0 

S2 3(10) 0(5) 5(10) 6 0 

S3 7 8 9 10(20)  20-20=0  

Demand 0 0 0 20-20=0   

 Table 9. Third iteration LC method (feasible solution) 
 

 D1 D2 D3 D4 Supply 

S1 4 6 2 (5) 4 5 

S2 3 (10) 0 (5) 5 (10) 6 25 

S3 7 8 9 10 (20) 20 

Demand 10 5 15 20  

The minimum total transportation is: 

Cost (LC)=2×5+3×10+0×5+5×10+10×20=290 

Here, the number of allocated cells = 5, which is one less than m + n - 1 = 

3 + 4 - 1 = 6 

The alternate solution is available with unoccupied cell S3D1:d31 = [0], 

but with the same optimal value of LC method. 

It is clear from sec.5.1 and sec.5.2 that the Least Cost method (LC) 

outperforms the north west corner giving lower path cost. Thus, LC method 

will be chosen for comparison and will be used with the load balancer 

algorithm. 

 

6-Results Comparison 

 
Four experiments were conducted, as shown in Figure (4), to examine the 

response of four methods in terms of total path cost of Internet service 

providers via (optical cable). In the first method, the basic Round Robin  

(RR) algorithm was used with Load Balancer (RRLB). In the second 

method, different and scattered weights were used (from 1 to 3) 

representing (priority and capacity). In the third method, Least Cost (LC) 

was used, the (bandwidth) here was distributed using Least cost 

Transportation Problem only. The fourth method is one proposed in this 

paper by combining the WRRLB and LC methods. This is named as 
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Enhanced Weighted Round Robin Load Balancer (EWRRLB). From 

experimental simulation results, in figure (4), it is noticed that the 

EWRRLB gives the lowest cost in calculating the path, which means that 

the efficiency of bandwidth distribution is better than the previous cases. 

EWRRLB maintained the lower cost even when the path cost is increased 

in a nonlinear manner for all cells as shown in Table 10. This means that 

the highest performance of the proposed method will maintain stability and 

consistency  when the path cost calculation is increased, while maintaining 

the bandwidth shares distributed between the source ISP and the 

destination. 

 It should be noted, however that the same values given in Table (1) were 

used to simulate the previous four methods to ensure a fair comparison 

between them. 

 

Figure 4. Comparison of the proposed method with other methods 

 

It is noticed that the proposed EWRRLB method, as it is clear in Table 10, 

has the lowest path cost while maintaining the bandwidth requests from 

load balancer at the demand side being the same. 

o 

Table 10. Cmparison of the cost in terms of highest and lowest path 

 

Algorithm Max path cost Min path cost 

RRLB 500 1700 

WRRLB 405 1605 

LC 290 1490 

EWRRLB 210 1410 

7-Conclusions 

Taking into account the cost of communication path coming from multiple 

sources Internet Service Providers constitutes one of the basic factors in 

choosing the least expense. Hence, the load balancer will control the 

bandwidth distribution (many to many) among the sources (ISPs) and 

demand (Sub ISPs). The cost of paths will vary according to capacity, 

priority and path cost, where the latter is not taken into account in load 

balancer structure. Load balancer using different algorithms including 

Round Robin and Weighted Round Robin to distribute the bandwidth 

according to priority and capacity. The proposed algorithm named as 

Efficient Weighted Round Robin Load Balancer EWRRLB added the path 

cost as another parameter. It has been shown that it can always find a 

bandwidth distribution at the lowest cost, in addition to taking into 

consideration the two essential factors capacity and priority which are 

always used in recent load balancer devices. 
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