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Abstract  

     The Cox regression model is one of the models that is frequently used in the analysis of 

survival data, used to determine the relationship between the explanatory variables 

available for the studied item and their survival time. The aim in this study is to analyze the 

survival time of patients with leukemia using the two statistical models (Cox regression 

model and competing risk model). The data used in this study is the Type I of censoring 

observational data that was taken from Nanakali Hospital-Erbil for (021) patients with 

leukemia during (four years) starting from (January 0, 2102) to (May 01, 2122). The 

Akaike Information Standard (AIC), the Corrected Akaike’s Information Criterion (AICc) 

and the Bayesian Information Standard (BIC) are used for each model to compare two 

models, which model fits the data. As a result, it shows that the competing risk model fits 

the cause and that the factor (type of cure) and the (Anemic Condition) factor are the most 

dangerous for leukemia. 

Keywords: Survival Analysis, competing risk, Cox regression model, Hazard Function, 

Cumulative Incidence Function (CIF), Leukemia 
 

 المستخلص

للأنحدار ىه واحد من النماذج التي يتم استخدامو بالكثرة في تحميل بيانات لمبقاء يدتخدم لتحديد  coxنمهذج 
يدف في ىذه الدراسة ىي تحميل مدة العلاقة بين المتغيرات التفديرية المتهافرة لممفردة المدروسة و وقت البقاء ليم. وان ال

نمهذج انحدار كهكس ونمهذج المخاطر إحرائين )بقاء لمرض المرابين بدرطان الدم )المهكيميا( بأستخدام النمهذجين  
المتنافدة(. ان البيانات المدتخدم في ىذه الدراسة ىي بيانات المراقبة من نهع الأول والتي تم أخذىا من مدتذفى  

 01( الى )2102يناير  0( من المرض المرابين بدرطان الدم خلال )أربعة سنة( يبدأ من ) 021ل)اربيل -نانكمي
المرحح  Akaike,  معيار معمهمات Akaike (AIC)(. ويتم استخدام معيار المعمهمات اكاكي 2122مايه 

(AICc و معيار المعمهمات بيز )Bayesian (BIC)  ذج من النمهذجين  لكل نمهذج لمقارنة بين نمهذجين أي نمه
يلائم البيانات. ومن خلال تحميل البيانات البقاء يبين أن النمهذج المخاطر المتنافدة يناسب مع البينات وان العامل )نهع 

 العلاج( والعامل )فقر الدم( ىما الأكثر خطهرة عمى مرض المهكيميا.

mailto:muhamed.majeed@univsul.edu.iq
https://doi.org/10.34009/aujeas.2023.180630
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 نحدار كهكس , وظيفة الخطر , دالة الهقهع التراكمي,تحميل البقاء , المخاطر المتنافدة , نمهذج ا الكممات الأفتتاحية:

 المهكيميا.

1: Introduction  

In scientific and biological research, the analysis of event time data or survival statistics 

aims to describe the hazard (risk) function of event times in populations. In medical 

research, this event is frequently referred to as "death." Survival analysis is a field of 

statistics that focuses on dataset analysis with the resultant variable being the time left until 

an occurrence of interest appears. (Biost, 2004). 

In survival analysis, we present a test and the model: Kaplan Meier estimation, which is the 

best statistical method for investigating data in survival analysis, which is used to determine 

the similarity and differences between two samples, such as treatment and control groups 

(Qi, 2002). 

In these cases, the conventional starting point is when the patient enters the hospital, and 

the endpoint is when the patient dies or lives (censored). An overview of survival analysis 

is given, as well as significant models pertinent to the current study (Alhasawi, 2015). 

And the exploration and description of non-parametric model: The Cox-PH model, which is 

currently the most widely used for the investigation of survival analysis in the presence of 

covariates or prognostic factors, and the Accelerated failure time models, which is a good 

alternative to the Cox-PH model (Weibull, Exponential, Gamma) (Wienke, 2011). 

2: Literature Review or Related Works 

C. Stihsen et al., (2013) The objective of this paper is dealing with chondrosarcoma of the 

pelvis are currently available. Our objective was to identify risk factors for the development 

of complications. Overall survival was %67, 557 and %57 at one, five and ten years post-

operatively. Endo prosthetic reconstruction significantly increases the risk of complications 

(p = 10116). Complications were not significantly related to age or the location or grade of 

the tumor. 

Michele Provenzano et al., (2012) Hyperkaliemia Under nephrology care, the burden of 

non-dialysis chronic kidney disease (CKD) is not known. In %6 nephrology clinics, we 

prospectively monitored 2%%0 patients over the course of two visits (referral and control 

with a 02-month interval). In the 006 years of follow-up, 0%2 people died and 56% patients 

developed ESKD. In %2 percent of patients, renin-angiotensin-system inhibitors (RASI) 

were administered. and had no effect on mortality. 

Frank Emmert-Streib and Matthias Dehmer (2012) In this study, we looked at the 

theoretical foundations of survival analysis, such as survival estimators and hazard 

functions. The Cox Proportional Hazard Model is discussed in length, as well as methods 

for evaluating the proportional hazard (PH) assumption. We also talk about stratified Cox 

models for when the PH assumption doesn't hold. Our presentation is supported by a 

worked example that uses the statistical programming language R to demonstrate how the 

concept can be applied in practice. 

Abderrahim Oulhaj et al., (2020) A slew of COVID-02 research that looked into mortality 

and recovery used the Cox Proportional Hazards (Cox PH) model, which ignores the 

presence of competing hazards. We study the bias in predicting the hazard ratio (HR) and 

absolute risk reduction (ARR) of mortality when competing hazards are disregarded, and 

provide an alternative method based on large simulations. If recovery and mortality due to 

COVID-02 are not included as competing risk events in COVID-02 research, there is a 

significant risk of misleading outcomes. We strongly advise re-analyzing relevant 

published data that has employed the Cox PH model using a competing risk strategy. 
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Bsrat Tesfay et al., (2021) The objectives of this paper were to find out what factors 

affected the time to death among breast cancer patients who received anti-cancer treatment 

at Ayder Comprehensive Specialized Hospital from September 2105 to December 2102. 

Methods: Breast cancer patients were studied in a hospital-based retrospective cohort 

research. The Kaplan-Meier survival curve was used in conjunction with the log-rank test 

to look for differences in survival across predictor factors. 

3: Methodology (Theatrical Part)  

This section studied some basic concepts of survival analysis; survival function, 

cumulative hazard function and some tests and methods used to analysis survival data, 

Cumulative incidence function Kaplan Meier, Chi-square test.  

3.1: Survival Analysis (Time-To-Event) 

Survival analysis is a branch of statistics that studies how long it will take for an 

event to occur, such as death in biological organisms or mechanical system failure. In 

engineering, this is known as reliability theory or reliability analysis; in economics, it is 

known as duration analysis or duration modeling; and in sociology, it is known as event 

history analysis. Survival analysis aims to answer specific issues; such as what percentage 

of a population will live through a certain point in time. (BALAKRISHNAN & RAO, 

2004) (GUO, 2010) 
It is required to define "lifetime" in order to respond to such concerns. Death is clear in 

biological survivability, but failure may be ambiguous in mechanical reliability because 

there are mechanical systems in which failure is partial, a question of degree, or not 

otherwise confined in time. Even with biological difficulties, some events (such as a heart 

attack or other forms of organ failure) might be unclear. (LIU, 2012) 

3.2: Survival Function 

The survival function is the probability that the survival time, , is greater than the specific 

time ; then is characterized as: (FOX, 2014) 

𝑺 (𝒕) = 𝑷𝒓 (𝑻 > 𝒕)  

If (𝑇) represents the cumulative time of the life of a particular person during the period (1, 

𝑡), and to find the relationship between the probability function and the survival function, 

we suppose 

that the life time (𝑡) of the system is distributed according to the aggregate probability 

function [𝐹(𝑡)], then: 

𝑺(𝒕) =𝟏−𝒑𝒓(𝑻≤𝒕) 

𝑺(𝒕)= 𝟏−𝑭(𝒕) 

So that [𝐹(𝑡)]is sometimes called the improbability function. 

3.3: Some Basic Definition 

3.3.1: Censoring 
When the time to an occurrence is not recorded for a number of reasons, it is referred to as 

censoring. There is a lot of filtering in survival analysis. Observations are suppressed when 

there is insufficient information regarding a subject's time of survival. There are numerous 

varieties of censorship, including: - 

3.3.2: Type I of censoring 
The research comes to an end at a certain time or, if the individuals are examined at 

separate times, when a specified amount of time has passed. (XIN, 2011).  

3.3.3: Type II of censoring 

When a certain number of incidents have occurred, the research comes to an end 

(EKMAN,2013). We describe this remark as being censored whereas the importance of an 

observation or measurement is mostly accepted. (HARRELL, 2001)  
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3.3.4: Right censoring 
If failure happens after the reported follow-up period, a subject is appropriately censored 

(MARK, 2003). 

3.3.5: Left censoring 

If it is known that the failure occurred before the specified follow-up period, the subject is 

censored (HEAGERTY, 2005).  

3.3.6: Interval-censoring 
Some of the transition periods have not been observed, although they are known to fall 

within a certain range. Dementia, for example, has a latent onset period. When longitudinal 

data is provided, the onset can be determined to be between two consecutive observations. 

(HOUT, 2013) 

3.3.3: Independent Censoring  
Independent censoring has been assumed, which means that after adjusting for covariates, 

the risk of a censored subject experiencing a future event is the same as the risk of other 

participants who have the same covariate values and are still being followed up on 

(Ekman, 2013). 

4: The cumulative incidence functions (CIF) 

The cumulative incidence function (CIF), which is specified independently for each event 

type and rises over time, formalizes the CIF. The chance that an event of that kind happens 

at any time point from baseline and time t is known as the CIF at time t. If the data set 

contains censored observations this obvious estimate must be altered to properly take 

censoring into account. (Marcel Wolbers 2002). 
5: The cause-specific hazard function 

The cause-specific hazard function measures the instant potential per unit time for a 

specific event type to occur at time  among subjects without any prior event. It is 

calculated as the likelihood per unit period of seeing that event type within a short length of 

time after time t at time t. We will describe the simplest method for estimating the hazard 

function, which includes separating the time frame into discrete time intervals. The event of 

interest happening within a certain interval of time divided by the number observation 

period during that same timeframe is the definition of the estimated incidence of an event 

occurrence for that time interval. (Michael T. Koller 2012) 

6: The Regression Model 

As it is known that regression models are those models that study the relationship between 

the dependent variable and several other variables, which are independent variables and can 

be expressed mathematically as follows: 

 

Where  are the parameters of the model, which determines the type of relationship 

determines the type of here between dependent variables as well as the independent 

variables There are several types of regression models, which depend on the type the 

explanation's ( ) link with the response changes ( ) on the type of evidence and the 

problem to be studied, as these differences lead to the difference in the methods of 

estimating the parameters of the  model,  is the Error Term. 

3: Cox Regression Model: 

The Cox model of the Cox proportional hazards is the most extensively used and used 

multivariate method in survival analysis. In the year 02%2, Cox introduced the Cox model 

for the first time. There are a variety of Cox homogeneous regression models, but the 

hazard function is the variable to consider. The hazard ratio is an estimate of the hazard rate 

ratio based on event rates comparison. (Ekman 2013) 

https://www.ncbi.nlm.nih.gov/pubmed/?term=Wolbers%20M%5BAuthor%5D&cauthor=true&cauthor_uid=24711436
https://www.ncbi.nlm.nih.gov/pubmed/?term=Koller%20MT%5BAuthor%5D&cauthor=true&cauthor_uid=24711436
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3.1: Hazard function  

The hazard function is a function denoted by the symbol h(t), and it provides the probability 

of failure about overall survival, what really is characterized as being the likelihood of a 

problem caused while a brief presumed to be a number of days person may have remained 

alive up until the event. Moreover, the independent failure in the brief period of time every 

unit of time supposing which the person has survived until time (t); (WIENKE, 2011) 

(SCHMIDT & WITTE, 1222) 

 

 

Let T indicate the duration of an event and have a probability density function.  and 

cumulative function  , The definition of the survival functional S(t) is: 

(FOX, 2014) 

 
The hazard function, also known as immediate risk, conditional failure rate, and mortality 

rate of a specific age, calculates the risk of failure for each unit of time during operation. 

The data survives since there are no suppressed observations. The risk function is the 

percentage of patients who die per unit time while knowing they were alive at the start of 

the period or: 

 
3.2: The cox proportional hazards regression Model 

The most practical method for building regression for survival analysis, time to event, and 

covariate values is the Cox regression model. The Cox (02%2) proportional hazards (PH) 

model had recently gained a lot of popularity as a regression model for the analysis of 

survival data. These associated survival processes are as follows.: (BALAKRISHNAN & 

RAO, 2004)  

 
Here, is a baseline survival function without variables X that is not stated. The hazard 

is multiplied by the variables. The exponential and Weibull are obviously exceptions. The 

risk of one topic is a multiplicative copy of that of another; the model is given as follows 

when comparing object j to subject m: (MAWLOOD, 2012) 

 
 

A parametric regression model based on the exponential distribution: (FOX, 210%) 

 

Or equivalent: 

 

 
Where:   

 indexes subjects 

 Are the values of the covariates for the  subject? Let  indicate 

the hazard rate over time for a particular person with a covariate value  

 
Here  

: is the overall count of covariates. 
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: Is the treatment's proportional, constant effect. 

: is known as the baseline hazard function, and it represents the individual's risk when 

the values of all the independent variables are zero. (SCHMIDT & WITTE, 1222) 

As indicated by Hosmer and Lemeshow (1222); in Cox regression the measure that is 

analogous to  in multiple regression is: 

 
Where:  

 is the model's log likelihood with total count parameters. 

: is the log likelihood of the model that includes the covariates. 

:  is the number of observations (censored or not). 

The proportionate hazard assumption is an important factor in assessing whether a process's 

hazards are proportional or not. Some processes need partitioning of failure time, others 

require categorization of covariates, and still others require the use of a spline function. 

2: Kaplan Meier: 

Let time be partitioned into a fixed sequence of intervals. . These intervals are 

almost always, but not necessarily, of equal lengths. The survival function of the Kaplan-

Meier method is formed as follows: 

 

 

 
KM is a non-parametric survival function estimator that is commonly used to define 

survivability of study participants and to compare dual study populations. In 0252, Kaplan 

Meier (KM) created a cooperative trail and published a paper on dealing with time-to-event 

data. Later on, KM curves and survival data estimations have proven to be a more effective 

means of assessing data in cohort studies. (KOROSTELEVA, 2002) 

The KM estimator of the survival function given as the equation 

 
 

Where: 

 : is duration of study at point   

: is number of deaths up to point  

: is number of individuals at risk just prior to  

S: is based upon the probability that an individual survives at the end of a time interval, on 

the condition that the individual was present at the start of the time interval, is the product 

 of these conditional probabilities.  

The survival probability S(t) is a periodic function, and only an event causes its value to 

change. the confidence levels for survival probabilities can indeed be easily determined by 

calculating. The survival curve plots the KM survival rate as a function of time, and gives a 

beneficial overview of the information may prepared to calculate metrics that is average 

survival time. 

2: The Log Rank Test 

The Log Rank test is a non–parametric method for testing the null hypothesis that groups 

are samples of the same survival experience. It is applicable to data where there is 

progressive censoring and gives equal weight to early and late failures (Vittinghoff, 2004). 
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10: Competing Risk Analysis 

Competing risk analysis is a sort of survival analysis that aims to predict the marginal 

probability of an event in the presence of competing occurrences properly. Normal forms to 

describe survival processes aren't built to take into consideration the competing nature of 

multiple reasons for the same event. To address this issue, the Cumulative Incidence 

Function (CIF) was proposed, which calculates the probabilities of various occurrences as a 

result of their overall survival likelihood and cause-specific survival likelihood. 

Competing-risks analysis is a variation on traditional survival analysis. When there are 

competing events to a primary endpoint, risk estimates will be biased. Zhou, Bingqin 

(2011). 

 

11: Model Selection Criteria: 

11.1: Chi-Squared Test: 

It is determined using the Chi-Squared test whether or not a model came from a group 

having a certain distribution. The test statistic's value is decided by way data is discarded 

because it is a test performed on binned data. Keep in mind that this test is only applicable 

to continuous sample data. The Chi-Squared statistic has the following definition: 

 
Where: 

: is the degrees of freedom 

: is your observed value 

is your expected value. 

It’s very rare that you’ll want to actually use this formula to find a critical chi-square value 

by hand. The summation symbol means that you’ll have to perform a calculation for every 

single data item in your data set. 

11.2: Akaike’s Information Criterion (AIC)  

Utilizing the Akaike Information Criterion (AIC) assesses it level and excellence of 

a collection of statistical methods. Akaike's Information Criterion, for instance, is 

determined Following is: (Moore 2016) 

 
Where:  

K: is how many model parameters there are (the intercept means the number of constructs 

in the model). A measurement model fitting called log-likelihood is typically acquired 

based on statistical results. 

11.3: The Corrected Akaike’s Information Criterion (AICc) 

There is a high likelihood that AIC will choose models with too many parameters when the 

sample size is small, or that it will overfit. AICc was created to address this potential fitting 

problem: AICc stands for AIC with a small sample size correction. The statistical model 

affects the AICc formula. The formula for AICc is as follows if the model is univariate, 

linear in its parameters, and has normally-distributed covariances. (Burnham, Kenneth P. 

and David R. Anderson 1222) 

 
AIC: Akaike’s Information Criterion 

K: No. Of Parameter  

N: Sample Size 

11.4: Bayesian Information Criterion (BIC) 

https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
https://www.statisticshowto.com/observed-variables/
https://www.statisticshowto.com/probability-and-statistics/expected-value/
https://calculushowto.com/what-is-sigma-summation-notation/
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One of the most well-known and often used tools for choosing statistical models is the 

Bayesian information criterion (BIC). Each model's BIC is calculated, and the model with 

the lowest BIC value is chosen. 

 
L is the likelihood value, N is the total amount of observations, while k is the total amount 

of calculated parameters. 

Calculating each model's BIC is all that is necessary to compare them using the Bayesian 

information criteria; the model with the least BIC is deemed to be the best model. (Lee, T. 

& Wang, W. 2003). 

 

4: Application Part 

4.1: Data Collection & Description: 

The Kurdistan Regional Government of Iraq, the Ministry of Health, the General 

Administration of Health, and the Nanakli Hospital, which specializes in hematology in the 

Erbil Governorate, provided the information for this study on leukemia. The data included 

021 cases that were gathered during a %-year period, starting on 0 January 2102 and ending 

on 01 May 2122, of any and all leukemia patients who were monitored by the hospital 

through 01 May 2122. Out of those patients, 20 patients passed away during the trial, 50 

patients survived or are still living, while %% competing events occurred. Statistical methods 

were employed to examine the data (STATA, SPSS, Easy fit). 
Description of Data: 

Table (4-1) below show the all variables that used in this Work 
 

 4.2Testing and statistical Analysis of Data: 

4.2.1: Hypothesis testing 

        At the first in order to know the shape of the distribution of survival times for patients 

with leukemia, this is done by drawing the histogram of survival times as in Table (0), 

where we find it difficult to know the shape of the real distribution. We use the chi-square 

Factors Classification N 
# Of 

Death 

# Of 

Alive 
# Of Risk 

 

 

 

 

Age 

0=0-01 

2=00-21 

0=20-01 
%=00-%1 

5=%0-51 

6=50-61 
%=60-%1 

2=%0-21 

2=20-21 
01=20-011 

6 

01 

00 
2% 

06 

02 
22 

01 

0 
0 

0 

5 

0 
2 

6 

% 
2 

0 

0 
1 

0 

0 

0 
5 

0 

6 
2 

% 

1 
1 

2 

% 

% 
00 

2 

6 
02 

0 

1 
0 

Gender 
1= Male 

0= Female 

012 

02 

6% 

2 

05 

01 

%% 

2 

Type of Disease 

1= Acute myeloid leukemia (AML) 
0= Acute lymphocytic leukemia (ALL) 

2= Chronic lymphocytic leukemia (CLL) 

0= Chronic myelogenous leukemia (CML) 

%6 
0% 

0% 

26 

20 
6 

02 

0 

2 
1 

% 

6 

05 
2 

05 

0% 

Type of Cure 
1= Chemotherapy 

0= Biotherapy  

%2 

%0 

2% 

21 

1 

20 

55 

1 

Address of Patients 
1= Outside the City 
0= Inside the City  

22 
20 

02 
5 

05 
6 

%5 
01 

Anemic Condition 
1= Infected  

0= Not Infected  
25 
25 

00 
00 

02 
2 

%5 
01 

Status 

1= Death  

0= Alive (Censored) 

2= Competing Event (Risk) 

%% 

20 

55 

… 

… 

… 

… 

… 

… 

… 

… 

… 



                                                                                      

 م 2222السنة/               داريةمجلة جامعة الانبار للعلوم الاقتصادية والا                    2دد ـالع  54المجلد      
 

 
 
 

  

 

 

 

364     

test (  of good fit ( , goodness of fit) test for some known distributions, However, to no 

use this test  

: The data ~ specific distribution 

: The data ~ specific distribution 

Table (2): The results of the good-matched chi-square test to determine the type of 

distribution, survival times 
 

 

form distribution Calculated chi-square value tabular value of Chi-Square Degrees of freedom P-value 

Weibull 0602% 0500 5 1011 

Exponential 0%0%0 0500 5 1011 

Gamma 0%0%0 0500 5 1011 

Table (2) shows the results of the chi-square test for good conformance to the models that 

were tested for the test through equation, as it turns out that the data are not subject to any 

of these known distributions. From the above table we note the p-value of all the 

distribution are less than (α=1010) and we accept the alternative hypothesis that the data are 

not specific distribution. 

4.3: Kaplan Meier Test 
In order to describe and contrast the survival of two research groups, Kaplan Meier (KM), a 

non-parametric survival function estimate, is frequently used. The most often used 

summary statistics in survival analysis are the mean and median. The mean admission time, 

on the other hand, allows us to predict how many days a patient will need to live with a 

specific admissions incidence without knowing the whole mean time to event. 

Table (3) The Means and Medians for Survival Time for (Type of Cure) in each group 
Mean and Median for Survival Time 

Mean Median 

Type of Cure Estimate St. Error 

Confidence Interval 

Estimate St. Error 

Confidence Interval 

Lower 

Bound 

Upper 

Bound 

Lower 

Bound 

Upper 

Bound 

0 (Chemotherapy) 60%0% 500% 50000 %%200 2%%01 %%00 %5%00 20102 

1 (Biotherapy) 51%02 6%0% 0%202 60602 52%01 0%%00 2%002 21602 

Overall 5260% %206 51000 6%100 %2601 05%02 %%600 01250% 

Table (0) gives the results of KM test for Type of Cure factor applied to a data set of size 

021 cases. This table shows that the Estimated mean time for patients who Receiving 

Chemotherapy Cure, is 60%0% days while who does not receive chemotherapy cure 

(Biotherapy) is 51%02 days with the confidence interval (50000, %%200) for receiving 

Chemotherapy cure and (0%202, 60602) for who Receiving Biotherapy cure under 

probability 227. However, patients receiving Biotherapy have better chance of survival 

than those receiving Chemotherapy, However, to survive, the patient must receive 

chemotherapy if the effects of the disease have increased. 

 

 

 

Mean and Median for Survival Time 

Mean Median 

Gender Estimate St. Error 

Confidence Interval 

Estimate St. Error 

Confidence Interval 

Lower 

Bound 

Upper 

Bound 

Lower 

Bound 

Upper 

Bound 

0 (Male) 6100% %%0% 5010% 62606 %2601 02102 %0006 00%10% 

1 (Female) 5060% 2002 0020% %1102 21501 %0606 10111 06610% 
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Table (4) The Means and Medians for Survival Time for (Gender) in each group 
Table (%) explains the estimated mean time until death for males is 6100% days. While for 

females is 5060% days with the confidence interval (5010%, 62606) for male and (0020%, 

%1102) for female under probability 227. In contrast, the median estimated time between 

Leukemia cancer and death for both male and female. Female patients are more likely 

infected and have a less chance of survive than the Male. 

Table (5) The Means and Medians for Survival Time for (Anemic Condition) in each 

group 
Mean and Median for Survival Time 

Mean Median 

Anemic Condition Estimate 
St. 

Error 

Confidence 

Interval 
Estimate St. Error 

Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Lower 

Bound 

Upper 

Bound 

0 (Yes) 01502 %%02 05202 %520% 02501 000% 05202 200021% 

1 (No) 6%60% %50% 55%02 %0602 2%%01 %002 %5200 2220% 

Overall 5260% %20% 51000 6%100 %26. 05%02 %%600 01250% 

Table (5) displays the estimated mean time for patients, who infected anemia is 6%60% days 

while who does not infected is 01502 days with the confidence interval (55%02, %0602) for 

infected anemia and (05202, %520%) for does not take radiotherapy under probability 227. 

Anemia is one of the most important factors in leukemia that affects survival or life 

expectancy. It is clear from the analysis that patients who are not anemic are more likely to 

survive. 

4.4: First Model: Cox Proportional Hazard Model 
The Cox regression model (Cox, 02%2) is essentially a regression analysis commonly 

medical research uses. The Cox-PH model is a well-recognized statistical technique for 

exploring the relationship between patient’s survival and several explanatory variables. 

After accounting for other explanatory variables, the Cox PH model gives an estimate of 

the impact of the treatment on survival. In six variables, the model-building process takes 

place (Age, Gender, Type of Disease, Type of Cure, Address, Anemic Condition). In our 

study, there are %5 censored cases (which represent the number of patients who are still 

alive but have not yet died) and %5 event events (which represent the number of deaths). 

Additionally, the case is also said to be censored if the occurrence has not yet happened. 

Table (6): Results of fitting a Cox Proportional Hazard model 

Factors  Std. error Wald 
Degrees of 

Freedom 
P-value  Exp ( ) 

Confidence Interval 

Lower 

Bound 

Upper 

Bound 

Age -101%2 101%2 10022 
0 10522 10252 1022 0000 

Gender 10%5 10022 002%% 
0 10151 20006 0011 %0%2 

Type of Disease -10501 100%2 020202 
0 10111 10522 10%% 10%2 

Type of Cure 10%25 1000% 20052 
0 10025 00625 1.2% 0012 

Address of Patients -00521 10510 2025% 
0 10112 10216 101% 1055 

Anemic Condition 00202 100%6 010202 
0 10110 00%%2 0065 %020 

Table (6) is the result or Cox regression analysis. For this analysis, we will discuss the 

values separately and explain them briefly. By this way (Exp ( ), St. Error, Wald, 

Overall 5260% %20% 51000 6%100 %2601 05%02 %%60020 01250% 
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Significances, And the Upper Bound or Lower Bound of Confidence Interval). However, 

we explained the confidence interval with Exp ( ) value. 

 Exp (-101%2) = 10252, which is a lowering in the risk of mortality for patients with age 

( ), indicates that age is one of the factors influencing the risk of leukemia 

malignancy. The considerable value indicates that the leukemia cancer is significantly 

impacted. 

  One of the factors influencing the risk of dying from leukemia and other cancer 

disorders is gender ( ). Exp (10%5) =20006, which represents an increase in the 

likelihood that a patient with (Male or Female). The p-value is 10151, indicating that 

any gender is more likely to die from cancer.2 

 • After accounting for the other explanatory factors in the patient's death model, the 

estimated risk for the Type of Disease ( ) is Exp (-10501) = 1. 522, a 5202 percent 

drop in the risk. Also, the 10111 p-value indicates statistical significance. 

 Explanatory factors in the death model for chemotherapy patients Type of Cure ( ). 

However, the hazard ratio's 22 percent confidence interval is included, the p-value of 

10100 is statistically significant, and the estimation for risk is increased by Exp (10%25) 

= 00625 for the Type of Cure component.  

 The estimate hazard in the address of the patient (  group is, Exp (-0052) = 10216 

which is 21067 After adjusting for either explanatory variable, the chance of death for 

all patients decreased. 

 Anemic condition (  is among the elements that influences risk of leukemia cancer. 

For increase by Exp (00202) = 00%5 which is increase in the likelihood that a patient 

having (Male or Female). Given that either gender has a higher likelihood of dying after 

cancer, the p-value is 10110. 

When all of the fixed covariates' vectors ( ) are present (Gender, Type of treatment, 

Type of Disease, Address of Patient and Anemic Condition) while β is the equivalent 

vector for the fixed covariates' regression model. 

(t)= (t) * exp( x) 

(t)= (t) * exp (10%5 Gender-1050 Type of disease+10%25 Type of treatment-00521 

Address of patient+0.202 Anemic condition  

Because of the rating statistics with number of powerful or more 1010, which is two 

variables, the aforementioned model does not accept these variables. (Gender and Type of 

treatment), has not significant. 

In the table above if the value of Wald column is considered as a significant factor; then, 

Type of disease will be one of the significant factors in our study; because it has a greater 

value in Wald test column (020202) with significant value of (10111<=10110). 

Table (3) Covariate means for all factors 
Covariates Means 

Factors Means 

Age 50112 

Gender 10050 

Type of Disease 000%5 

Type of Cure 10006 

Address of Patients 100%6 

Anemic Condition 10201 

Table (%) displays the average value of each predictor variable; this table is a useful 

reference for survival plots, which are constructed for the mean values and each pattern.  
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4.5: Kaplan-Meier Curve 
For each target group, a crucial component of the survival analysis is the graph of KM 

curves. The curve of the hazard function with the cumulative hazard is the most significant 

curve in our study. The graph of the cumulative hazard ratios for the various treatment 

groups (i.e., the two kinds of queries is the equivalent vector for the fixed covariates' 

regression model. Status), "Dead" and "Alive", is typically used to interpret our results. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (1): Kaplan-Meier graph Type of Disease  

Figure (0) shows the cumulative hazard on the time and the x - axis to incident on the y-

axis. The plot of the hazard curve makes it obvious that the danger of dying rises with time, 

sometimes stabilizing before rising once more. We can easily observe that the risk of 

passing away has not decreased. in particular for the AML. 

Figure (2) Kaplan-Meier curve of Anemic Condition 
The danger of dying increases over time and occasionally stabilizes before increasing once 

more in Figure (2), where the horizontal axis shows the time to event, and the axis the 

cumulative hazard. We can easily observe that the risk of passing away has not decreased.  

Table (2) the Results of Log Rank test (Anemic Condition) 
Overall Comparison 

 Chi-Square Degrees of Freedom P-value 

Log-Rank (Mantel-Cox) 020200 0 10111 

Test of equality of survival distributions for the different levels of Type Disease 

Table (%) explains that the p-value is 10111 1010 which indicates that there is a significant 

difference between the two groups (infected with Anemia and not infected with Anemia) on 

having a short time to event. The estimated time until death is 6%606% days for patient infect 

with Anemia, 626002 and 0150%2 for patient who doesn’t infect with Anemia. 

Table (2) the Results of Log Rank test (Type of Disease) 
Overall Comparison 

 Chi-Square Degrees of Freedom Sig. 

Log-Rank (Mantel-Cox) 050251 0 10112 

Test of equality of survival distributions for the different levels of Type Disease 
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Table (2) explains that the p-value is 10112 1010 which indicates that there is a significant 

difference between the two groups (infected with Anemia and not infected with Anemia) on 

having a short time to event. The estimated time until death is %1500% days for patient 

diagnosis with (AML) Type of Disease, 51001% days for patient who diagnosis with (ALL) 

Type of Disease, 62600% days for patient diagnosis with (CLL), and 2%00%2 for patient who 

diagnosis with (CML) Type of Disease. 

Table (10): Second Model: First Model Competing Risk Regression 

Factors 
Sub Hazard 

Ratio 
Std. error Z P-value 

Confidence Interval 

Lower Bound 
Upper 

Bound 

Age 1022 1011% -102% 10020 1022 0.112 

Gender 2002 10%0% 2065 10112 002% %002 

Type of Disease 1065 10122 -0002 10112 1051 1025 

Type of Cure 00%0 000%0 %022 10111 201% 60%2 

Address of 

Patients 
1006 10000 -0026 10110 1002 106% 

Anemic Condition 2012 1062% 2020 1012% 0012 %0110 

We have estimated the Sub-Hazard Ratio in table (01) by a series of ways (lowest risk, 

medium risk and highest risk with confidence interval for each variable) and then we have 

discussed the variables that are significant, and the last thing to note is that the variables 

that are significant are significant and their effect on the disease. 

0. The highest risk in the data we analyzed was for variable (Type of Cure) with a ratio 

of (00%0) and (201% to 60%2), Another risk in the data we analyzed was for variable 

(Gender) with a ratio of (2002) and (002%, %002). 

2. The medium risk in the data we analyzed was for variable (Anemic Condition) with 

a ratio of (2012) and (0012, %0110), A second medium risk comes to (Age) variable 

with a ratio of (1022) and (1022, 00112). 

0. The last and The Lowest risk in the data we analyzed was for variable (Type of 

Disease) with a ratio of (1065) and (151 to 1025), and other last and lowest risk in 

the data we analyzed was for variable (Address of Patient) with a ratio of (1006) 

and (1002, 106%). 

That sub hazard ratios are greater than one to be expected, given the non-parametric 

estimates of the cause-specific (CIF) having higher values for the higher risk groups. 

While the significances for those factor that distributed with this data is (Gender significant 

by (10112), Type of Cure significant by (10111), Address of Patients significant with 

(10110), Type of Disease (10112), and the last significances Value comes to Anemic 

Condition with (10110)). 

 

 

Table (11): Fitting the model using Akaike’s Information Criterion (AIC), Akaike’s 

Information Criterion Corrected (AICc) & Bayesian Information Criterion (BIC) 

Model No. of observation 
Log 

Likelihood 
AIC AICc BIC 

Cox Regression 021 -05%0102 026016% 026021% 0%20%2 

Competing Risk Regression 021 -20022 0%5.6% 0%60020 02200% 

The results are shown in Table (00) for the AIC and BIC values that were used to make 

comparisons between different models (Cox regression model and Competing risk 

regression) in order to choose the model that best fits our data on leukemia cancer. The 

findings indicate that the competing risk regression model is better for our leukemia 

research data since its AIC, AICc, BIC values are the lowest when compared to the 

Competing Risk Model AIC and BIC values of 0%506%, 0%60020 and 02200%, respectively. 
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4.6: Cumulative Incidence Function (CIF) Curve 

With each group of interest, a key component of Competing Risk is the plot of CIF curves. 

The cumulative incidence curve is the most significant curve in our analysis. The graph of 

the cumulative incidence functions for the various treatment groups (i.e., the two types of 

queries regarding Status), "Alive" and "Death" is typically used to interpret our data. 
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Figure (3) CIF curve for Type of Disease 

The cumulative hazard is represented by the vertical axis in Figure (0) and the time to event 

is represented by the horizontal axis. It is obvious from the plot of the hazard curve that the 

danger of dying rises with time, sometimes stabilizing before rising once more. It is 

obvious that the risk of dying is not diminishing. In particular, for the Type of Disease=1 

(AML). According to the graph, disease is increasing 

Figure (4) CIF curve for Address of Patient 

The risk of leukemia in the graph over time outside the city is gradually decreasing after the 

availability of hospitals and necessary health services outside the city. 

Figure (5) CIF curve for Type of Cure 

Over time, chemotherapy is gradually decreasing due to the emergence or discovery of a 

specific cure for cancer in general. 
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Table (12) Comparing Hazard Ratio (Cox Proportional Hazard Model) & Sub-

Hazard Ratio (Competing Risk Regression) 
Cox Proportional Model Competing Risk Regression 

Anemic Condition= 3.442 Type of Cure= 00%0 

To compare the hazard ratio between the two models and to determine the highest risk in 

each model, so the (Cox Proportional Hazard Model) variable has the highest risk of all 

variables with a (Anemic Condition) variable value of (00%%2) and the (Competing Risk 

Model) variable has the highest risk of all variables There are more variables with a (Type 

of Cure) value of (00%0) It is obvious that people with leukemia need treatment (1= 

Chemotherapy, 0= Biotherapy) to reduce the risk to life. 

Table (13) Combined value between two models )Competing Risk Regression & Cox 

Regression) 
Cox Proportional Model Competing Risk Regression 

Type of Disease= 0.000 Type of Disease= 10112 

Address of Patients= 0.002 Address of Patients= 10110 

After separating the variables that share the same significance, the competing risk 

regression model gives the sum of both factors as 10110, and the Cox proportional hazard 

model gives the sum of both factors as 10112, finally Both factors are significant, but the 

Cox proportional hazard model is closer to significance. 

Conclusion  

From the results obtained from the applied chapter, we can infer that the most important 

conclusions reached by the study are: 

0. The Cox-PH model does not identify the same prognostic factors that influence in 

leukemia survival time. 

2. The results of cox regression model of this study illustrated that the most important 

factors that effecting on the leukemia in using data set are (Type of Disease and 

Anemic Condition). 

0. Comparing the results of the Competing Risk regression model with the Cox 

regression model based on the AIC, BIC and AICc criterions it is concluded that 

Competing Risk regression model has smallest value of AIC, BIC and AICc 

criterions or is the most suitable model for the data set used in this study. 

%.  

Recommendations  

1. To improve the Cox regression model and the Competing Risk regression model, We 

could improve the number of attributable factors, such as some pertinent risk factors 

and family histories of leukemia patients, that are reliable predictors of survival time. 

These would aid in understanding the traits of health-related behaviors connected to 

leukemia patients' survival rates. 

2. We hope that the results of this thesis will be taken into consideration by ministry of 

health and Nanakali Hospital-Erbil. 

3. There will be communication between the Ministry of Health and researchers so that the 

following researches will be more expensive, powerful and more significant. 
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4. Another suggestion for data collection for scientific research is to facilitate access to 

medical data in health centers or hospitals, because it is very difficult to provide data to 

higher education students. 
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