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Abstract:

In this paper the researcher attempts to illustrate the use of stochastic process method, to
formulate a general rule for its application in different fields that allow us to use primary
information.

For this purpose the transition matrices of rank 8 * 8 were used, conditional probability
matrix and case rate estimation. The time series data of 200 patients from the Republican
Hospital in Erbil have been used, who had tooth decay or loss during the period 2013-
2016. The result shows that, the probability of total (patients) losing their teeth equals
0.66. While, the probability of path which lids to ending this process, tooth decay (losing
teeth) equals 0.68. Which are caused by either decay in premolar or canine surface of the
vertical or in lateral, status (abb). The researcher proves that the method of stochastic
process (Markov chains) is the appropriate method for this type of application.

Key words:- Tooth decay, Markov chain process and Data from Erbil hospital
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Introduction

Stochastic processes are of great importance in statistical applications because of its
numerous uses in the fields of life, time and risk. There are three basic elements in the
randomization processes involved in biostatistics applications. They are risk of death, risk
of disease, and birth risk. And other risks which is the most recent human infection
continuously and various degrees in abundance for a long time.

Markov chain is a special case of the stochastic process involving a number of states with
time parameter. Markov (1907-1906) conceders the pioneer of creating the basic concepts
of Markov chain, later on it developed by other mathematicians. Markov's chains have
been used in many areas, including economics, agriculture, sociology, and many other
studies in various fields (Crowder, 2012).

Therefore, the researcher applies Markov chains and notes the transitional conditions of
patients suffering from decay in the teeth and the impact of time on this decay in the
patient.

The Basic Concepts

1- Markov process

Generally the Markov chain can be describe as follow: Suppose Zt denoted the state of
the unit at time t and assume a finite stat space, with states labeled as {zo, z3,...,zn}. State
Zo is an initial state and state zyn is a absorbing state. So assuming that the unit is
monitored from birth, it starts in state zo and then, after a journey visiting none, some or
all of the intermediate states, comes to its final resting place in state zm by the probability
of pij, and this probability does not depend on which states were in the chain before the
current situation (Dobrow, 2016).

On the other hand, the random process with the discrete time {Z,;t =0,1,2,...}or random
process with the continuous time {Zi t>= O}is called the Markov process for any set of
time periods{t, <t, <..<t,}. For a set of time series {t, <t, <..<t } , if the
distribution of {Z_,}conditional to values of{Z,,,Z,,,..., Z,, }, then the parameter depends
onlyon{Z, ,},i.e., forany real number (Z,,Z,.,...Z,).

P[Z < Zt /Ztl = Zl""’ Ztn—l = Zn—l]= P[Ztn < Zn /Ztn—l = Zn—l] (1)

th —

Equation (1) explains the case what if the state of the process is given at the present time;
its future status does not depend on the movement of the past process.
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Markov's process is characterized by the following characteristics, if a value Z; is given
then the value of Zg, does not depends on the value of Z,, for all E>t and n<t. If the
disease is known, the probability of any future state related to the process is not related to
the state in the past period. Independent attempts can be defined as a set of finite or
infinite possible outcomes, E1, E»,.. , each is associated with a probability of Pz (Florescu,
2015)..

PlZ0,Zj15 2] = PPy, (2

2 Classifications of Markov processes

The Markov Processes classifies based on:
1- The nature of the process where if they are discrete parameter or continuous
parameter.

2- State space process, the real number Z is said to be a state of the random parameter {Z:
teT}if tcontainin T, Sothat P[Z-h<(t)<Z+h)] has positive probability for each

(h>0). For this case a set of possible values called State-Space. And it is called discrete
state-space if it contains a finite or infinite number can be calculated by trials, while the
not discrete one is denoted as continuous state-space. The Markov process with discrete
state-space identifies as Markov chain with a set of real numbers [0,1,2,..] (Herzog,
2016).

Table 1; lllustrated the state-space

Continuous or

Countable state space
general state space

(discrete-time) Markov
chain on a countable or
finite state space
Continuous-time

(Markov chain on a

Discrete-time general state space)

Any continuous

Continuous-time

Markov process or
Markov jump process

stochastic process with
the Markov property.
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3 Markov chains

A Markov chain is a stochastic process with the Markov property. The term "Markov
chain" refers to the sequence of random variables based on a process that defines
Markov's property only between adjacent times (as in a "chain") series as a function of
time. A stochastic process has the Markov property when the conditional probability
distribution of future states of the process (provisional on current and past states), not on
the sequence of advanced events. A process with this feature is called a Markov process
(Crowder, 2012).

Let {E1, E2,...} be a sequence set of multiple outcomes, the probability of this sequence
is determined by the following equation:

PIEo: s Ejn] = Pioj1-Pin2PinsPin (3)

jn-2" jn-1
Or the stochastic process is called Markov chain if it met the following condition:

Pz, /ZgnZ,|=P|Z,i 1Z,] (4)

n+l=j n+l=j

For all values (n eN, j €J), the second condition in equation (3) is known as the Markov
property, which shows that the Markov chain is the series of random variables, so that for
all n eN is a future state Z,+1 and it is independent from the previous state. The Markov
chains is a special case of the random process characterized by specific properties which
represents Markov process with finite or infinite of states. The t parameter is denoted for
the time. It supposed to be a set of non negative integer numbers, based on that we faced
two states: the discreet and continuous time. For the first case we realized regularity
between the time periods (discrete time series), and Z, represents a random variable its
value denotes state at time (n). While the sequence of (n=1, 2 ...) variables stand for all
states. This situation will be correct for all discrete random variable and for all states (ju,

j2, ....jn) (Avery, etal., 1999) . And it can be represents as:
Plzn = jn /Zn—l = jn—l’zn—Z = jn—Z"'Zj = j1J= P[Zn = jn /Zn—l = n_l] (5)

On another hand, the second case is when the parameters are represents a continuous time
periods, whereas, t process represents a set of non negative real numbers and the random
process [Zt; teR] will satisfy Markov properties for all time to<ti1<...<#, periods and all
values n.

PlZ,=jlZy=]pmnZ =Js]=P[Z, =i,] (6)
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A Markov chain with r state called an ergodic chain if it is possible to go from every state
to every state (not necessarily in one move) if there are {mi, mz..., m/} humbers, So that
for any two cases(i, j).

nITi_)I’Q Py = J «7)
If the Markov chain is ergodic, it arrive at statistically equilibrium after many states, then
the unconditional probabilities Pn(j) are approach to, see (Israel, et al.. 2001).

LimPB,;, =11, &)

4 Transition probability matrix

A square matrix used to describe the transitions of a Markov chain is called transition
probability matrix. Each of its entries is a nonnegative real number representing a
probability (Florescu, 2015).

The states spaces for discrete Markov chain, Zn, define as a set of specific values, where
the discrete time T takes (T = 0,1, ...) values. Then Z, is said to be in i state if (Z,=i) with
the probability of (Z,+1= J) in state J, knowing that Zn in state i called one step
probability transition and denotes as (Pj;) means that:

R =PlZ,=1/Z,=1] )

The discrete Markov chain will be constant and continuous, if the transition probability
from state to another independent from time in the same step where the state that has
occurred and this is for all cases.

1R =R} 10)

Let Pi; represents the probability of stochastic transaction from i to J and this conditional
transition called a probability transaction in the series

Assuming that Zy is stationary Markov chain at discrete time with a specific states,
[E=1,2,3,..., n], in this case we have n? of probability transaction (Herzog, 2016).

P,i=12..,mJ=12...n (12)

These values can be written in a transition probability matrix P:
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(P. R, Ps . . . R,]
I:)21 PZZ P23 ' ' ' I:)2n
P=
| Pnl I:)n2 Pn3 . . . Pnn |

The transition probability matrix for Markov chain P, is a random matrix, and it requires
the following properties:

1- All probabilities non-negative and not greater than unity, P, > 0.
2- Sum of each row is unity.

Pip to.t Py = P[Zk:1 1Z, . ]"‘ P[Zk:Z 1Z, ]"‘ + P[Zk:n /Zk—lzi]: P[Z /Zk—lzi]:]"

kes
3- Probability of staying in present state may be non-zero (Florescu, 2015).
Theoretical Part

Before coming to application process the researcher see that it is necessary to explain
some basic concepts relating to our study. First of all we have to rewrite the transition
matrix to analyze finite Markov chain in our study, as illustrated by following equation:

P=[R] (12
s _
I I S
0
A
|
R | Q
L I |
where:

S: isthe transient state.

r-S: is the absorbing state.

I: is the Identity matrix, in order (r-S)*(r-S).

0: is the zero matrix, in order (r-S)*S.

R: is the matrix in order S*(r-S), its element represents the probability of transition from
transient state to the absorbing state.



Yo a (Y) aamd) (9) Alaal) doaLaidy) g A Y aglall o S S daala dlaa

Q: is a matrix of rank (S*S), its element (conditional probability values) represents the
probability of transition Pjj the non absorbing states.

Before addressing the results of the theory, it is necessary to identify some terms that are
closely related to the practical part, including:

E: is a vertical vector for each element.

A?: is the matrix with which, each square elements of (A) matrix that is:

A>=[a%]

rot A?: isthe matrix its elements represents the square root of the matrix A.

Diagonal A: is the matrix that its diagonal elements are a value of (A) matrix and the
elements of its off diagonal are zero.

nj: is the number time unites in which a process in (S;) states before finishing. (S;)
represents a state of decay states.

t: is the number of total time unites steps, that the process follow before ending.

hjj: is the possibility that a process stay in (S;) state, when it started at (Si) state, where
hij>1.

H: is the matrix with (h;;) elements (see Allen, 2003: Lakatos, et al., 2013).

The following steps should be followed to achieve our aim (Holden et al., 2010: Knill,
2009).

1- The first step is to set the conditional probability matrix, as:
C= [Cij] a3

Cij = Pij /A — pij)II: 1= ]
C,;, =1/A— pDIF i=]j a4

In order to move to second step the following definition should be first developed:

The sequence of process is

Tu 43S TS,

m
where

1<i<jJ<r0<m<j—i—-1

Determining the path between pair of states (S;, Sj), with number of interrelated states. As

for any pair of states there may by more than one path.

Yot
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We assume that (my) refers to (m) values for the (k) j-i-1 path, then the maximum number

of paths between (S;, Sj) is J>=i and this can be obtained only if:

i< j Py =0

gij Is the probability that the process begin in (Si) state and ends in ( S;) state toward the
path k.

as)
Whereas, the symbol IT, indicates the multiplication of the conditional probability (Cj)
of the (mk-1) number that connecting (Si, Sj).

2 — It is possible that the process remain in transient state (Si) before it finishes (second
step). It can be achieved by the following relations:

Ho = [hij] 16)

hy =Yg if i<j

17
h; =1 if i=]
In case of using basic matrix (N) then
N=NNg" (18)

While the average number of stats, that the process take before ending it, can be obtain by
adding rows in H matrix. The average number of cases taken by the process before they
are completed can be obtained by pooling through H ranks (Yates and Goodman, 2014).

In other word by using the following relationships:

W =W | @9)

Wi=1+>h, =1+> mg, (20)

i<j<s K

If we want to express it in term of basic matrix N, then:

W =H, =(NNd,)E (22)
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3- The average number of time units that a process takes in transient state (S;) before
ending it if it started at (S;) with it, (the third step) caricaturized by (n;;) elements for the
basic matrix (N). i.e

N=[M]=[1-Q] (22)

Whilst, the average number of required steps that the process takes, which starts in
specific state to be in ending state, is represents by:

[Mi(t)]: NE (23)

Thought, the probability of transformation (Pj;) , which means that the process of decay is
moving from state (i) to (J) which is determined for each pair of existing cases within (T),
which can be estimated by the following formula (see Yang, 2015).

Total number of age with Sj test pattern at (Z + 1) of cases
The total number of years with an SJ test pattern at (x) of cases

5 Total No.of toothwith S testat(Z +1) of states
" Total No.of toothwithtestat(Z)of states

(24)

As show in the probability matrix (Parzen, 2015).
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Practical Part

A classical stochastic process is applied on tooth decay on a group of patients with a special
type of decays, which is called a (larynx), located in the upper jaw of the mouth. A
sample of (200) observations were taken from Republic Erbil Hospital during 2013-2016,
the patients were observed every year for three years. The objective of this study is to:

1- Estimate the conditional probability, which explain the entering the decay process to
state (S;j) at specific time as previously was in state (Si). Through it we can estimate the
probability for each possible path for the decay process.

2- Estimate the probability that the process will always be in a specific situation, through
that we can estimate the average states which is taken by decay process before reaching
absorbing state.

Markov chains process is suitable for this study because:

- There is a limited group of cases [T=(S1, Sz, ...,Sr)], there were 8 possible cases.
- Always there is a state to begin with, which is expressed by the symbol (aaa).

- Transition process from one state to another, (Step).

- The process can be transferred from one state to another on an irregular basis.

- The probability of process moves from (Si) to (S;) by (K) steps, depends only on (Si)
state which is now engaged with, and independent from all other states previously been
occupied by it before.

- The limited and finite Markov chain is the processes that have at least one state to enter
the process and cannot get out from it, state (Ss).

We can depend on three types of tooth surfaces:

1- The Occlusal Surface (Z3).

2- Mesial Surface (Z,).

3- Distal Surface (Zs).

These three types were studied, to explain for two cases, as follows:
- In case of healthy tooth surface (a).

- in case of decayed tooth surface (b).
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There are (23=8) possible state for decay on the tooth surface, It can be represented by a
three-spaced binary number (Z1, Z2, Z3) to represent different surfaces of tooth (Zi=0,1,
i=1,2,3). It has been observed that the decay processes have 8 states:

(aaa), (aab), (aba), (baa), (abb), (bab), (bba), (bbb)

It is known that the (bbb) states, represents the stat of losing tooth, which is the state
where ending the decay process, so it is the absorbing state. Whilst the remaining states,
were either transient or transient states.

However, the case (abb) represents the decay on the (premolars and canine) surfaces.
These different states were numbered according to the binary number system.

The result shows that, existing a set of states which are symbolized by [T=(S1, Sz, S3, ...,
Sr)], there is a group of process, in case of decay on both premolars tooth and canine
tooth there is a great chance for molars tooth to be infected, which leads to loosing tooth
entirely. Due to the occurrence of (damage decays on the teeth, and this is probably due
to the nature and composition of the evidence of tongues and trees).

Dependent on the flow chart, Figure (1), we can calculate the average number of transient
states that are occupied by the decay process, prior to reaching the absorbing state. Based
on the equations (19) and (20), and following the next possibilities.

For instance, the probability of the process may occupy the transient stats before
absorbing state.

(0.01+0.08+0.10+0.03)=0.22

This means the multiplication of all conditional probabilities, and then collecting all the
multiplied numbers with four transient states. Whereas the probability that the process
occupies two transient states before ending is:

(0.02+0.02+0.07+0.10+0.02)=0.34

While the combination of multiplication of all conditional probabilities for two-step
transient states are explained in Table 3.

So:
W (aaa) =1(0)+2(0.34+3(0.22)
W (aaa) =1.34

The average of each transition is the sum of multiplied number of steps by the conditional
probability resulted from adding transient probabilities.

YA
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Table 2. Stochastic process (Markov chain)

Table 2. Represents the following: (A) Original patients Data, (B) Probability translate matrix, (C)
Probability conditional matrix and (D) Estimating the rate of cases taken by the caries before

reaching the absorbing state.

The probability value for the tooth be in (aab) state is (0.25) and the probability of being
in state (aba) is (0.15). These possibilities can be illustrated in Figure 1, and we note from
this flow-chart that at the end leads to absorbing state , (bbb), and the canine surface
appears to be more disposed to decay than other surfaces.

The probability value of any path can be calculated as the multiplication of conditional
probability of equation (17). Table (4) shows the probability of paths (aaa), (aab), (bba)
and (bbb).

We also note that there are two paths: the first rate represent (0.66) of total states, which
leads to lose teeth. And the second rate equals (0.68), which represents the path that leads
to the end of the process (losing teeth), due to the presence of decay on premolars and
canine surface, (abb). As shown in Figure 1.

State | aaa | aba | abb | aab [ baa | bab | bba | bbb State | aaa | aba | abb | aah | baa | hab | bba | bbb
asa | 180] 3 3 4 2 1 2 3 gga, | 0 [025]/015) 02 |01 [005] 01 | 015
aba | 0 |142| 0 20 0 0 25 | 13 aba | O 0 0 |026| 0 017 O | 043
ahb | O 7 [ 153 [ 12 0 8 0 20 abb | O 0 0D 034 0 0 |043) 022
aah | O 0 0 0 162 20 | 16 | 12 aab | 0 0 0 0 0 |044| 0 | 036
bhaa | 0 0 0 [182] 0 g 0 10 haa 0 0 0 0 0 | 033|016 032
hab | O 0 0 0 0 | 160 | 15 | 25 hab | © 0 0 0 0 0.8 | 038 0.63
bha | O 0 0 0 0 0 [105 | 95 bha | © 0 0 0 0 0 0 1
bbb | © 0 0 0 0 0 0 | 200 bbb | © 0 0 0 0 0 0 1
(A) ©
State | aaa | aha | abb | aab | baa | hab | hba | bhb Primary _
gaa | 09 | 003(002)|002|001| 001|001 015 State T 5‘;"“ 3 W;
aba | 0 | 071 El_. 0.1 0 0 | 013|007 ey 0 031 022 137
abh | 0 | 004|077 | 006 O |004] O 001 aha e 019 0 081
aah | 0 0 0 0 |[081] 01 |008]| 0.06 ahb 012 0330 0 130
baa | O 0 0 [091] O |004] O 0.05 aah 032 01% 0 111
hab | O 0 0 0 0 08 | 008|013 haa 3 0.49 0 131
bha | 0 0 0 0 0 0 | 0353|048 bah 038 0 1.39
khb | © i 0 0 0 0 0 1 bha 0 0 1
(B) hhh 1 0 0 1
D)
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The figure shows possible pathways for decays based on Table 4, where the arrows
indicate the direction of the decay process and the numbers are conditional probabilities.

We can find the probability value for all paths through flow-chart, Figure 1, and Table 3.
Which show probabilities for all possible paths. From state (aaa) to state (bbb) losing

teeth.

+ 0.25

0.45

I (aab)

Figure 1: The flow-chart of the paths

07

Table 3: Represents the possibilities for all paths

11l 51 (bbb

State Path Wj Li
1 (aaa) (bba) | (bbb) 2 0.1
2 (aaa) (bab) | (bba) | (bbb) 3 0.01
3 (aaa) (bab) | (abb) | (bbb) 3 0.07
4 (aaa) (baa) | (bba) | (bbb) 3 0.03
5 (aaa) (aab) | (bab) | (bba) (bbb) 4 0.02
6 (aaa) (abb) | (bab) | (bba) (bbb) 4 0.02
7 (aaa) (aab) | (baa) (bba) (bbb) 4 0.01
8 (aaa) (@ba) | (baa) (bba) (bbb) 4 0.01
9 (aaa) (baa) | (bab) | (bba) (bbb) 4 0.04

Yy
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Conclusions and recommendations
Depending on our results we come by some conclusions and recommendations:

First of all, we conclude that there are two paths: the first one (0.66) of total states leads
to lose teeth. And the second one equals (0.68), which represents the path leading to the
end of the process of decay or loss of teeth due to the presence of decay on the surface of
the premolars and canine.

Secondly, in the three cases of infection: the premolars and the canine or the molars
surfaces, the probability of getting dental overhaul will be very small, valued just 0.22.
Unfortunately in this case the doctors advise their patient to not search for treatment, i.e.
they are not providing them with treatments.

Thirdly, if the premolars and molars surfaces scorbutic by decay, then the probability of
their dental overhaul equals to (0.34).

Based on that, we advise parents to not let their children to consumption a lot of sweets.
To guaranty that they are not losing their teeth at early age.

It is necessary that the government provide hospitals with modern equipment and medical
tools to detect some types of teeth decay, which does not appear by simple examination.

Finally, to prevent decay we recommend that every citizens follow-up the dental clinic
regularly.
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