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  People all over the world have experienced severe panic as a result of the novel 

coronavirus (COVID-19). To secure their future, it is crucial to undertake thorough evaluations 

in their psychological, physical, and social domains, comprehend the potential outcomes of 

patients recovering from it, and ascertain whether they have any other harmful diseases. This 

possible outcome for people recovered from Covid 19 was predicted by collecting data from 

people who had previously been infected with this virus to determine the effects they had, using 

intelligent techniques. The GSO algorithm was used for feature selection, and for hyper-

parameter tuning for the Random Forest (RF) algorithm used in the prediction process in order 

to make predictions to identify the effects that may accrue on recoveries persons. This model 

was evaluated using different metrics after performing multiple processing operations on the 

data and using the GSO algorithm to perform the feature selection process in order to obtain the 

important features. Good results were obtained for each expected effect, as the highest AUC 

was obtained when predicting the impact of the gastrointestinal tract of recovered persons, 

which is 0.91. This will then reveal the effects that Covid-19 has had on people after they have 

recovered. This will assist in anticipating possible results to provide counseling and 

psychological support, as well as some recommended guidelines for healing patients and the 

community to return to a normal life. 
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1. INTRODUCTION  
A significant global issue was brought on by the Coronavirus 

(COVID-19) outbreak in late 2019 [1]. Just one month after it 

started to spread, the WHO had to declare the epidemic to be 

a pandemic due to its extreme severity. The spread of the 

virus is inflicting a shock on the global economy by severely 

disrupting many industries and public functions, including the 

supply chain, payments, public transportation, and the 

financial system [2]. 

Artificial intelligence mimics human intelligence. Through 

automatic driving, fraud detection, robotics, computer vision, 

and internet advertising all uses AI. With its effectiveness in 

diagnosis, care, patient monitoring, medication research, 

epidemiology, etc., AI may become a vibrant field of study to 

answer humanity's concerns [3]. 

Corona virus infection leads to long-term effects, although 

these effects appear on some survivors only, and this suggests 

the need to study and follow up on the long-term effects that 

may get to those recovering from Covid-19[4]. It is necessary 

to determine the prevalence of these long-term outcomes to 

facilitate timely preparations for the management of survivors. 
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2. Related Works 
Claudia et al. presented research to describe clinical 

progression and predict symptom continuity during 2-month 

follow-up in adults with non-critical COVID-19 in [5]. 150 

patients were followed up in Tours Hospital, Italy, from 17/3 

to 3/4. Hong et al. also presented research to study the long-

term pulmonary function and related physiological 

characteristics of COVID-19 survivors in [6]. COVID-19 

survivors were recruited to undergo chest and lung HRCT 

and IgG antibody tests 3 months after discharge. In [7] the 

long-term health consequences of hospitalized patients with 

COVID-19 and their associated risk factors are described by 

Huang et al. A study was conducted on COVID-19 patients 

who were discharged from Jin Yin-tan Hospital (Wuhan) 

between 7/1 and 29/5 and all patients were interviewed 

through a series of questionnaires to assess symptoms, health-

related quality of life, physical examinations and a 6-minute 

walking test, Blood and lung examinations and a high-

resolution CT scan of the chest were performed. 

Each day brings new AI concepts, applications, and 

technology, so it has been useful in identifying corona disease 

outbreaks, diagnosing patients, and disinfecting regions [8]. 

"Prediction" refers to statistical and probabilistic data from 

past observations. AI algorithms have been used to disease 

spread [9], inventory valuation [10], weather [11] and sales 

[12] in recent years. Prediction methods are also useful in 

healthcare. Sarkar et al. in [13] used 430 instances of 

COVID-19 infection gathered from Kaggle to apply the RF 

(random forest) classification method to a clinical data set in 

identifying critical variables and their impact on death. The 

model has been validated in the test data set using the AUC-

ROC (Areas Under the Curve and the Receiver Operating 

characteristic Curve). Yan et al. [14] used general ML 

techniques and the XGBoost (eXtreme Gradient Boosting) 

classifier to pick three biomarkers (lymphocytes, lactic 

dehydrogenase and high sensitivity C-reactive protein) that 

predicted survival with over 90% accuracy. Clinical 

information of 485 patients was used. It has been found that 

the severity of COVID-19 patients can be discerned when 

LDH levels are increased. In [15], Ogundokun et al. proposed 

a simple aggregated ML strategy that was created to pridict 

the length, number, and size of COVID-19 cases in India, 

employing three regression techniques as an ensemble 

method: LR, SVM, and NN. An online dataset of 408,658 

samples of patients in India was used. When employing 

RMSE and MSE metrics to evaluate performance, the 

greatest results were obtained when these techniques were 

combined rather than employed independently. Iwendi et al. 

showed in [16] how they used general machine learning 

algorithms to come up with a model that could predict the 

severity of the condition and also the likely outcome by using 

RF with the AdaBoost algorithm and data from COVID-19 

patients including their health, travel, and demographics. The 

model was tested using the F1 Score, accuracy, precision, and 

recall, and it was found to be 94% accurate because there was 

a link between the sex of the patients as well as their deaths 

that could be seen in the data. 

This paper aims to know and proactively identify the effects 

that can take place on those having recovered from Covid 19 

in order to support the infected during the recovery phase with 

the objective of restoring their health and early identification 

of the effects that may encourage people to follow them 

quickly. Including warning the infection and medical staff by 

the risk of persistent symptoms in the injured, regardless of the 

severity of their damage. Also performing pulmonary 

rehabilitation on patients with chronic respiratory disorders in 

order to increase their exercise capacity and eliminate 

shortness of breath. Community Respiratory Teams will play a 

key role in the early and long-term care of discharged patients 

in order to identify recovery needs, control breathing, and 

examine physical health and physical activity. This goal was 

achieved by using a proposed model that uses intelligent 

algorithms to predict the effects that may have on people 

recovering from Covid-19 and test the accuracy of this 

prediction using different measures. 

 

3. Material And Methods 
3.1. Data Acquisition 

Due to the lack of clinical information and laboratory data to 

follow up on the state of patients after their recovery a 

Google-hosted questionnaire form was developed and 

distributed via social media platforms including WhatsApp, 

Messenger, Facebook, and others. Where the form was 

prepared exactly based on published medical studies and a 

specialist doctor was consulted to confirm useful questions 

(Juli Evangelou Strait, 2021; World Health organization, 

2020). As the questionnaire asks about the person's age and 

gender, chronic illnesses like diabetes, asthma, kidney disease, 

and other conditions, as well as whether or not they smoke, as 

well as information about the person's health at the time of the 

infection, such as date of infection, length of the infection, 

oxygen saturation, whether or not they might need to be 

admitted to an intensive care unit, and the symptoms of the 

infection. The general framework of the proposed model is 

shown in Figure 1. 

3.2. Data pre-processing 

The following steps are included in the process of managing 

the collected data in order to be suitable for the proposed 

model:  

A. Data Cleaning 

The responses that represent the period of follow-up 

were taken in the first six months after the infection, 

were covered by 457 people. The data was cleaned 

and processed by discarding the responses that lacked 

age and that were less than a month old after the 

infection. Some of the responses were processed with 

the aid of a medical practitioner. 

B. Data Aggregation 

In order to infer the effect of Corona virus on each 

organ or system in the human body separately, we 

aggregate the answers related to the effect of a 

particular organ or system to obtain one answer 

placed under the title of this organ or system as 

follows: 
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 Gastrointestinal system: constipation, 

diarrhea and acid reflux. 

 Respiratory system: persistent cough, 

shortness of breath. 

 Nervous system: headaches, memory 

problems and problems with senses of taste 

and smell. 

 Mental health: anxiety, depression, sleep 

problems and substance abuse. 

 Metabolism: new onset of diabetes, obesity 

and high cholesterol. 

 Cardiovascular system & Coagulation 

regulation: heart failure, blood clots in the 

legs and lungs. 

 Kidney: acute kidney infection and chronic 

kidney disease that can, in severe cases, 

require dialysis. 

 General health: anemia. 

 Skin: rash and hair loss. 

 Musculoskeletal system: joint pain and 

muscle weakness. 

 Physical Activity: Exercises, Walking, 

running, doing daily chores, Up the stairs, 

Carrying heavy things. 

 
Figure 1. Proposed model framework. 
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C. Data Clustering 

The data was put into 7 groups based on age: 15–25, 25–35, 

35–45, 45–55, 55–65, 65–75, and 75–85. People between 15 - 

25 were most likely to be in these groups because they use 

social media the most. The 37 obtained features with 11 

outputs. The feature is: Age(in ranges:15-25, 25-35, 35-45, 

45-55, 55-65, 65-75, 75-85), Sex, Smoking, follow up 

months(number of follow up months), infection days(number 

of infection days: 3 day, 1 week, 2 week, 3 week, Month, 

More than month), SpO2(an estimate of the oxygen saturation 

level that is often evaluated using a pulse oximeter: more than 

90, between 80 and 90, less than 80), needed SpO2, 

ICU(entered Intensive Care Unit), chronic disease(high blood 

pressure, diabetes, kidney disease, Liver disease, heart 

disease, Asthma or chest allergy, cancer disease, viral liver 

disease, bronchitis disease, Hypothyroidism, rheumatic 

inflammation, arthritis disease), symptoms(High temperature, 

cold, cough, tonsillitis, Runny nose, Sputum, shortness of 

breath, headache, dizzy, Anorexia, diarrhea, vomiting, Tired,  

muscle pain, high blood pressure sym, Pneumonia, 

stomachache). 

D. Data Transformation (discretization) 

Four fields in the dataset (infection days, SPO2, age, and sex) 

are of the categorical kind and the rest of which are numeric. 

These fields were transformed to numeric using one-hot 

encoding technique, as shown in figure (2), because most ML 

algorithms require all data to be numeric. 

E. Data Normalization 

Normalization is the process of putting all features on the 

same distribution or scale, which is the final stage in data pre-

processing. Regardless of the unit of measurement, higher 

values are given more weight and lower values are given less 

weight. In this scenario, normalization was utilized to keep the 

relative disparities between feature values within a specified 

range. To normalize feature values, the [0:1] range is typically 

used. Equation (1) yields the normalization of the feature on a 

scale of 0 to 1. [19]:     

 

                                                                         

 

                                                      

…..(1)                

 

 

 

Where 𝑓� � 𝑎𝑥: denotes the feature's greatest value and 𝑓𝑚𝑖𝑛: 

denotes its smallest value. To do this, the MinMaxScaler 

function was used. 

 

 

 

 

Figure 2. Transformation on dataset. 

 

3.3. Solve Multi-label Classification Problem  

After the pre-processing worked on the data that represents 

the data of people who recovered from COVID-19 within 6 

months after recovery, there will be 11 effects (outputs) for 

each person (record), which means that this data is of a multi-

label classification type. To solve this problem, we transform 

this data into a single label using the classifier chains method, 

because it will keep the correlation [20]. The process will be 

repeated 11 times for the model, which means that every time 

we produce a target output, it will be added as an additional 

input to the feature being entered into the model and so on 

until the process is complete. This last process of the model 

will use the existing features with the 10 outputs resulting 

from the previous operations (whole output + features) to get 

the final prediction. 

3.4 Data Splitting 

The data generated by the previous processes is randomly 

separated into two groups, the training group (which contains 
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80% of the data) and the testing group (20% of the data). 

 

3.5 Resampling Training Data 

Unbalanced data sets have about equal categories, but one has 

more samples than the other. Classifiers may perform well on 

the majority class but badly on the minority due to its 

increased effect. Unbalanced data sets are often resampled to 

produce a more balanced distribution of class states. Random 

undersampling and oversampling are resampling methods. 

Undersampling removes majority class samples to balance the 

collection. Random oversampling balances datasets by 

duplicating minority class examples [21]. 

Because the data is unbalanced, we changed it to balance in 

order to achieve accuracy and unbiasedness in the model, 

either by undersampling or oversampling[22]. Figure (3) 

depicts the data after resampling techniques were used to 

obtain the Gastrointestinal system output. 

 

Figure 3. Resampling data from first group. 

 

3.6. Features Selection (FS) Operation 

Algorithms based on swarm intelligence are a clear solution 

for enhancing feature subset selection in the wrapper 

methodology. Wrapper models evaluate the quality of the 

features using a predetermined ML approach, and the FS 

process avoids the algorithm's representational biases [23]. 

The Glowworm Swarm Optimization (GSO) Approach, a 

swarm optimization method based upon this Ant-Colony 

Optimization (ACO) suite of algorithms, was used, which 

was originally created by Krishnanand et al [24]. 

The GSO Algorithm was updated by transforming the 

fitness function to a classification function to be utilized in 

feature selection, which will speed up training and improve 

accuracy. Her GSO chooses the feature subset. The fitness 

value of a glowworm is then calculated using K-fold cross-

validation. There are K subsets of the training data. K-1 

training subsets are utilized as inputs for GSO, and one test 

subset is used to determine the fitness of each glowworm. 

The glowworm's fitness value will be the mean of the K 

classification accuracies calculated. While the test dataset is 

not used in this GSO feature selection procedure, it is used 

in the final evaluation, when the classification accuracy of 

the best feature subsets is determined. The RF algorithm 

determines the classification accuracy of each created 

glowworm model. Figure (4) depicts every aspect of the 

suggested method. Algorithm 1 includes feature selection 

operation steps.  

 

Algorithm-1: Feature Selection Operation using GSO 

Algorithm  

 

Input: 

1. Training set. 

2. Hyper-parameter of GSO. 

3. α=0.99, max_iteration=100. 

Output: 

     Best feature subset with best fitness. 

Method: 

Step1: Generate vector of float element between 0 and 1 

randomly as following: 

X= {x1, x2,….xd}, xi   [0,1]  

Where d is the total number of features in the dataset. 

Step2: Convert X to binary, using the threshold value 0.5 

to given selected feature. 

If no feature were selected: 

     Return 1.0 as fitness. 

Else 

Compute the mean of running 2-fold cross validation 

on the training set using evaluation metric of the RF 

classifier/regressor. 
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Compute the value of optimization function to get 

best fitness of the best feature that selected using: 

F(x)=α * (1- value of evaluation metric) + (1-α) * 

No. of selected feature / No. of all features. 

If the value of optimization function condition is 

satisfying: 

     Save the best feature and best fitness. 

Step3: Run GSO to get vector of float element between 0 

and 1 as following. 

Step4: Repeat from step 1 until max_iteration=0. 

Step5: Return Best feature subset with best fitness. 

Step6: End algorithm 

 

When the feature selection technique was used to predict 

some effects, the results varied because we received 

better results for some outputs (effects), but when it was 

applied to other effects, it did not produce satisfactory 

results. Because of this, not all effects used this 

algorithm. 

 

 
Figure 4. Framework of the proposed features selection model 

  

3.7. Tuning operation for classifier model 

To choose the best hyper-parameters for classification 

algorithms, hyper-parameter determination is typically a 

challenging problem because choosing the right hyper-

parameters can significantly affect how well a prediction 

model performs, allowing for a more optimal solution 

and a higher degree of model accuracy [25]. In order to 

change the hyper-parameter, swarm intelligence 

optimization utilizing the GSO algorithm has been 

suggested. This approach will be used to adjust the 

hyper-parameters for RF algorithm. The tuning 

procedures for the classifier model are given by 

algorithm 2.  

 

Algorithm 2: Tuning operation for classifier model using 

GSO Algorithm  

 

Input: 

1. Training set. 

2. Default hyper-parameter of GSO except 

population_size=20 and seed=5. 

3. max_iteration=100. 

4. The classifier model's hyperparameters and their 

range.  

Output: 

 Best hyper-parameter with best fitness. 

Method: 

Step1: Generate the value of hyper-parameter randomly 

from their range. 

Step2: Compute the mean of running 5-fold cross 

validation on the training set using hyper-parameter of 

classifier/regressor, that denoted as optimization function 

to get best fitness. 

If the value of optimization function condition is 

satisfying: 

         Save the best hyper-parameter and best fitness. 

Step3: Run GSO to get the value of hyper-parameter from 

their range. 
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Step4: Repeat from step1 until max_iteration. 

Step5: Return best hyper-parameter with best fitness. 

Step6: End algorithm 

 

3.8. Prediction using RF algorithm as classifier model 

After the feature selection process was done with GSO, 

these selected features will be fed along with the outcome 

into the RF algorithm to predict the effects on people 

recovering from COVID-19. 

4. Result performance of algorithms 

Using training and testing data, the suggested model's 

performance was evaluated. The model was trained using 

the training data. The evaluation was done on to testing data 

using the following metrics: AUC, F1-score, accuracy, 

hamming loss, as illustrated in Table 1. 

 

 

Table 1. Performance results of algorithms 

Output from proposed 

model 

AUC F1 Score Accuracy Loss 

Gastrointestinal system 0.910 0. 927 0.890 0.110 

Respiratory system

  

0.833 0. 744 0.825 0. 175 

Nervous system  0. 787 0.859 0.816 0. 184 

Mental health 0. 843 0.862 0. 842 0.157 

Metabolism  0. 804 0.735 0.889 0. 114 

Cardiovascular system & 

Coagulation regulation 

0. 839 0.753 0.85 0. 149 

Anemia   0. 830 0.771 0.833 0. 167 

Skin  0. 723 0.661 0.710 0. 289 

joint pain 

  

0. 868 0.812 0. 886 0.114 

acute kidney infection 0.898 0.667 0. 956 0.044 

Physical Activity 0.873 0.897 0. 859 0.140 

 
 

5. Discussion 

Many individuals recovered from Covid 19 once the 

illness spread among people, but there remained a crucial 

question: Do patients who recover from Covid 19 

experience any side effects? Whereas, through the 

questionnaire that was collected for 457 people during 

the first 6 months after infection, which includes age, 

gender, medical history, symptoms associated with 

infection, and information about the effects that they had 

after recovery. There were different effects on the 

recovered persons, as Physical Activity, Nervous system, 

Mental health, Anemia, Gastrointestinal system, Skin, 

Respiratory system, Cardiovascular & Coagulation 

regulation, Metabolism, Joint pain, and Acute kidney 

were affected, and their effect percentages were: 72.4%, 

61.8%, 59%, 53.7%, 36.8%, 34.2%, 30.3%, 28.3%, 

24.3%, 9.8%, and 5.0%, respectively.  Since the goal of 

this study is to determine the impact of Covid 19 virus on 

persons after six months from recovery from it, the 

second purpose of this study is to build an intelligent 

model that can predict these impacts. Third, determining 

the needs of those who have contracted the virus as soon 

as possible, which ensures early detection of potential 

effects on those who are recovering, as well as 

determining the necessity of conducting pulmonary 

rehabilitation for those who have chronic respiratory 

conditions, which is intended to enhance their capacity 

for exercise and breathing. 

A RF algorithm was used to predict the impact on the 

recovery people and evaluate this model using various 

metrics after performing multiple processing operations 

on the data and using the GSO algorithm to apply tuning 

hyper-parameter on RF algorithm, and used to perform 

the feature selection process in order to select the useful 

and influential features to obtain better accuracy at a 

faster time, where obtained good predictors result for all 

effects and in different proportions as shown in the 
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preceding Table 1. 

6.Conclusion 

Using data from recovered individuals, including age, 

sex, medical history, symptoms of infection, and various 

details about the effects that occurred on people after 

recovery, an intelligent model using the RF classifier is 

proposed in this paper to predict the impacts within six 

months after recovery from COVID-19. This will then 

reveal the effects that Covid-19 had on persons after they 

had recovered. Different degrees of effects on the body's 

organs are observed in recovering patients. This model 

will help proactively determine how much care and 

follow-up patients need while they are injured. To 

identify and treat any residual or newly emerging long-

term sequelae in affected and recovered individuals 

where follow-up and comprehensive assessment and 

early rehabilitation activities are required for these 

patients. 
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 انًهخص

قذ عبًٔ الٌبط فٖ جو٘ع أًحبء العبلن هي رعش شذٗذ ًت٘جت لف٘شّط 

إجشاء تق٘٘وبث شبهلت (. ح٘ث اًَ هي الضشّسٕ COVID-19كْسًّب الجذٗذ )

للٌبط فٖ هجبلاتِن الٌفس٘ت ّالجسذٗت ّالاجتوبع٘ت ّرلك لتأه٘ي هستقبلِن ّفِن 

الٌتبئج الوحتولت للوشضٔ الزٗي ٗتعبفْى هي ُزا الوشض ّالتأكذ هوب إرا كبى 

 اتعبفْلذِٗن إٔ أهشاض أخشٓ. تن التٌبؤ بِزٍ الٌت٘جت الوحتولت للأشخبص الزٗي 

هي خلال عول٘ت جوع الب٘بًبث هي الأشخبص الزٗي  Covid 19هي ف٘شّط 

أص٘بْا سببقبً بِزا الف٘شّط لتحذٗذ اٙثبس التٖ تعشضْا لِب، ببستخذام تقٌ٘بث 

لاخت٘بس الو٘ضاث، ّلضبظ الوعلوبث  GSOركبئ٘ت. ح٘ث تن استخذام خْاسصه٘ت 

الوستخذهت فٖ عول٘ت التٌبؤ ّرلك لتحذٗذ اٙثبس  SVMالوفشطت لخْاسصه٘ت 

ٖ قذ تظِش علٔ الأشخبص الوتعبفْى. س٘سبعذ ُزا فٖ التٌبؤ ببلٌتبئج الت

الوحتولت لتقذٗن الوشْسة ّالذعن الٌفسٖ، ببلإضبفت إلٔ بعض الإسشبداث 

 بِب لشفبء الوشضٔ ّالوجتوع للعْدة إلٔ الح٘بة الطب٘ع٘ت. الوْصٖ

 

صطٌبعٖ ، ، الٌشبط البذًٖ ، الزكبء الا 91كْف٘ذالتٌبؤ ، انكهًات انًفتاحية : 

 التعلن اٙلٖ ، تحس٘ي سشة الذّدة الوض٘ئت.


