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Abstract.  The proposed method in this study is used to identify the influence of the 

drug on the thyroid disease as well as the ordinary least squares method (OLS) and the 

generalized linear regression method (GLM) are used to prepare the estimate of the 

linear model. The study concluded that wavelet filters (Haar, Symlets, and Daubechies) 

produce the best results for estimating the Poisson Regression model when compared to 

the Generalized Linear Regression model based on (MSE, R
2
, and P-value). The data in 

this study has been collected from Smart Health Tower in Sulaimani, which contains 

128 cases of thyroid disease, as well as the simulation data used in this study. The 

paper's finding showed that the STOP-TSH (sym72) wavelet with the (fixed from 

thresholding) threshold technique and soft threshold rule was the most efficient when 

compared to all other proposed methods and the classical approach for both real and 

simulation data. The STOP_TSH (sym52) wavelet with the (fixed from thresholding) 

threshold method and hard threshold rule was the most efficient compared with all other 

proposed methods and the classical method for both real and simulation data. All the 

proposed methods have better efficiency than the classical method in estimating the 

Poisson Regression model, depending on the average of Akaike Information Criteria 

(AIC) and Bayesian information criteria (BIC). 
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نذواء عهً يشظً انغذة انذسليت عٍ غشيك حسهيم الاَسذاس حهذف انذاسست إنً انخعشف عهً حأثيش ا .انًسخخهص

نهًُىرج انعاو وحمذيش يعانى ًَىرج الاَسذاس انخطي  بىاسىٌ  واَسذاس  (OLS) بطشيمت انًشبعاث انصغشي

أعطً Harr,Symlets and (Daubechies)نخصج َخائح انذساست أٌ يششر انًىيدت (GLM) الاَسذاسبىاسىٌ

-MSE, R2 and p).عانى ًَىرج الاَسذاس انخطي انعاو يٍ خلال انًماييس الإزصائيتافعم انُخائح نخمذيش ي

value) ( يٍ انًشظً انًصابىٌ 121اخزث بياَاث انذساست يٍ يشكز انصست انًخمذو في يذيُت انسهيًاَيت نعيُت )

 انعخبت انُاعى وانثابجبأيشاض انغذة انذسليت. يع حطبيك اسهىب انًساكاة وحىصهج انذساست أٌ اسخخذاو غشيمت لطع 

(fixed from thresholding)  عُذ انخىلف نهًىيدت أعطً َخائح كفىءةSTOP-TSH(sym72)  عٍ إعطاء

انذواء نهًشيط انًصاب بانغذة انذسليت يماسَت يع بميت انطشق نلاَسذاس انكلاسيكي واَسذاس بىاسىٌ وكزنك كاَج 

يع غشيمت  STOP_TSH (sym52) زصائيت . كاَج انًىيداثراث كفاءة يع اسهىب انًساكاة وخلال انًماييس الإ

انعخبت )انثابخت يٍ انعخبت( ولاعذة انعخبت انصهبت هي الأكثش كفاءة يماسَت بدًيع انطشق انًمخشزت الأخشي وانطشيمت 

يمت خًيع انطشق انًمخشزت راث كفاءة أفعم يٍ انطش انكلاسيكيت نكم يٍ انبياَاث انسميميت وانًساكاة. ووخذ أٌ 

ويعاييش  Akaike (AIC)انكلاسيكيت في حمذيش ًَىرج اَسذاس بىاسىٌ ، اعخًادا عهً يخىسػ يعاييش يعهىياث 

 Bayesian (BIC) . يعهىياث

 .، اَكًاش انًىيداث ، لىاعذ انعخبت GLMاَسذاس بىاسىٌ ،  :المفتاحيةالكلمات 

1. Introduction: 

There is one major regression models used for censored data: poisson regression model. On the 

basis of one or more independent or explanatory variables, regression analysis creates an 

explanatory model of a dependent variable (typically designated Y) (denots X1, X2, etc). A 

countback happens when the dependent variable is a count, such as the number of times an event 

occurs or the quantity of persons in a specific group, Poisson regression is applicable. It might be 

especially beneficial if any of the observations have extremely low values. In geography, as well as 

the social and environmental sciences in general, the technique is still mostly unknown. In the 

journal literature, however, there are an increasing number of uses. The number of migrants from 

one city to another plant species on islands (Vietnam) are some of the dependent variables that have 

been studied (Gatrell1986), spina bifida (Lovett and Gatrell 1988), robbed New York City 

businesses, and international newspapers (Flowerdew and Lovett 1984). Lovett (1984) has written a 

comprehensive reference to the approach, which is included in the GLIM statistical program. Eddy 

(2011) suggest technique for estimating the function appropriate compactly supported wavelets 

such as the Daubechies, Symlets, or Coiflets family of wavelets, the smoothness and time-frequency 

features of these wavelets allow us to derive asymptotically estimators of the slope coefficient of 

the linear model. Rogério (2016) suggest extraction of an observation in the presence of random 

noise by wavelet shrinkage has been studied under assumptions that the containate is independent 

and identically distributed and that the samples are evenly spaced with time. Xing et al. (2017), 

discuss the estimation a models with censor data by using wavelet method when the survival 

function and the censors times has a stationary α-mixing sequence, and of the wavelet estimators for 

varying functions. Christophe et al. (2019) suggest a deal with the estimation of a non-parametric 

regression with both additive and contaminate, for uniform multiplicative contaminate is 

considered, and develop a projection estimator by using a several wavelets. Jinru et al. (2020), the 

point wise asymptotic convergence rates of wavelet estimators of censored mixture density were 

discussed. 
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2. Poisson distribution: 

The benchmark model for count data is the Poisson distribution. It's a good idea to go through some 

of the Poisson distribution's essential features and characterization results first (for derivation seen 

Taylor and Karlin, 1994). Y has density if the discrete r.v’s Y is Poisson-distributed with an 

intensity or rate parameter        , and t is the exposure, define as the period of time during 

which the events are recorded.  

           [     ]  
         

  
                                                      (1) 

The Poisson distribution can be described in a variety of ways. We'll look at four of them here. The 

first is the law of unusual occurrences, which is a typical Poisson motive. The second, the Poisson 

count processing, is frequently seen in stochastic process introductions. The third is merely a mirror 

image of the second, with the count replaced by the duration between events. 

3. Poisson Regression: 

To investigate the relationship between several factors of interest and count result data, regression 

modeling approaches can be utilized. However, due to a number of modeling assumptions breaches, 

traditional linear regression is typically not feasible for count data. The generalized linear model 

(GLM) is the foundation of traditional statistics teaching, and it comprises standard statistics 

procedure such as the t-test, analysis of variance, and linear regression that assume a continuous and 

normally distributed dependent variable. Count data on uncommon events or occurrences with a 

mean of 10 is usually always skewed and non-normal, therefore traditional methodologies based on 

normalcy are insufficient. Count data, on the other hand, may be represented using a broader set of 

statistical approaches that do not need the dependent variable is regularly distributed. 

The method used to analyze count data, particularly the regression framework chosen, is sometimes 

determined by how the counts are expected to occur. There are two types of formulations that are 

often used. They originate from a firsthand observed of a point process in the first case. Counts 

emerge from the discretization ("ordinalizated") of continuous latent data in the second. Other less-

common formulations make use of the law of uncommon evented or the Poisson binomial stops. 

3.1. Methods Poisson regression: 

A traditional Poisson regression model assumes that the number of occurrences in a given unit of 

time follows a Poisson distribution with a mean n, and that the rate li for observation i is correlated 

to a vector of  explanatory variables, Xi, by a linear relationship.        

                                                                                      (2) 

Where ni indicates the period at risk and is comparable to the denominator of the rate, and b is a 

vector of unknown parameters to be approximated. The "offset" of the model is typically referred to 

as the quantity log (ni). A cohort is often cross-classified by degrees of exposure and other predictor 

factors, Xi, in this model, and the period at risk is determined for each of the resultant combinations 

of X. 

In a Poisson regression model, the maximum likelihood estimate Xi of the average of a Poisson-

distributed variable Yi is the projected value of the dependent variable for qase i. This estimate's 
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natural logarithm is equivalent to a linear combination of the explanatory variables' corresponding 

values; if there is just one explanatory  variable, the collated takes the form                

In ( i) = ꞵ0 +ꞵ1 xi                                                                             (3) 

There is the same OLS regression in Poisson Regression. The regression model has two properties 

that ought to be discussed further. The Poisson model, unlike OLS regression, does not presuppose 

homoscedasticity in the data. Each instance's variance is, in fact, equal to the expected value for that 

case. As a result, the variances associated with Yi values cannot be the equivalent and the 

distribution cann’t be normal. Second, Yi is a count of independent occurrences produced by a 

Poisson distribution with parameter Xi. When an analyst has to estimatting the value of a dependent 

variable Y based on a linear predictor, he or she can utilize generalized linear models (a linear 

combination of independent variables X1, X2, etc.). A random (or error) component i is added to an 

observed value ℇi: 

Yi = ꞵi + ℇi                                                                            (4)  

Where Yi is the Y value seen in item i, ꞵi is the Y value predicted in item i and ℇi is error term for 

random distribution. 

3.2 Poisson Regression in GLIM: 

Generalized linear models (GLMs) are the name for these approaches (GLM). In the same way that 

linear regression incorporates predictions based on the dependent variable, the GLM does as well. 

Unlike linear regression, which models the dependent variable's actual observed value, the GLM 

models the dependent variable's function. The link function is what it's called. Think about it. The 

log–odds scale is used to analyze the regression coefficients (Betas) in this equation. To put it 

another way, the value of e 1 is a probability ratio. Poisson regression employs a different link 

function, the log-link function, to represent the natural log of count outcome data (Y), which is 

written as: 

                                                                                         (5) 

The regression model with the highest log-likelihood value outperforms the one with the lowest log-

likelihood value. When α = 0, the GPR model is reduced to the PR model. We test the hypothesis to 

see if the GPR model is better than the PR model. 

H0: α = 0 against H1: α = 0                                                                 (6) 

The importance of the dispersion parameter is tested by H0 in (6). Whenever H0 is rejected, the 

GPR model should be used instead of the PR model. The asymptotical normal Wald type "t" 

statistics, define as the ratio of the estimate of to its standard error, may be used to perform the test 

in (6). When the null hypothesis is true, an alternate test for the null hypothesis in (6) is using the 

likelihood ratio test statistics, which is nearly chi-square distribution with one degree of freedom 

(d.f.). 

And                  , where xi is a (k-1) dimensional vector of Explanatory factors, which 

includes personal qualities of both husband and wife in a household as well as certain demographic 

information, and is a k-dimensional vector of regression parameters. Yi's mean and variance are 

calculated as follows: 
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                                                                               (7) 

and 

                        
                                             (8) 

The nonlinear variance and average structure (8) is same to that described by Winkelmann and 

Zimmermann in their generalized event count (GECk) model (1994). It is stated that Var (Yi|xi) = 

(ơ2-1) µiq+1 + µi with ơ2   R+and q   R. It is easy to see that ơ2 =1 implies equidispersion, ơ2 > 1 

over dispersion, and 0 < ơ2 < 1 and µiq ≤ (1- ơ2) under-dispersion. 

  Ln L ( ; ꞵ; yi) = ∑ {     (
  

      
)                   

  (     )

      
         }

 
   .                                            

(9) 

The greatest likelihood equations for estimating and are obtained by taking the partial derivatives of 

(9) and equating them to zero. As a result of this, 

    

  
 ∑ {

     

     
 

        

     
 

         

       
 }      

                       (10) 

and 

    

   
 ∑

     

         
 

   

   
                   

                        (11) 

An iterative approach is used to solve equations (10) at the same time. The finally estimated from 

fitting a Poisson regression model to the data is the beginning estimate of b for the iteration. The 

primary estimated of can be set to zero or calculated by multiplying the chi-square statistic by the 

(d.f.). This is provided by 

∑
       

 

          
      

                                                              (12) 

Where          is given by (3). When    (The value of (in the case of under-dispersion) is such 

that          and             , i.e.,                   µi          yi   as specified in 

Eq. (1). A FORTRAN Eqs. Are solved with the help of a software. (10) Simultaneously.  

4. Wavelet: 

The study of wavelets becomes more intriguing and valuable as a result of this. Noise contaminates 

many scientific data sets, either as a result of the data collection process or as a result of external 

causes. A basic step in studying such datasets is de-noising, or predicting the unknown signal of 

interest from the existing noisy data. Signals and images can be de-noised in a number of ways. De-

noising, de-blurring, smoothing, and restoration have minor differences while having similar 

aesthetic results. 

Smoothing frequently eliminates high frequency while preserving low frequency (with blurring). 

De-noising seeks to remove all noise present in a noisy signal regardless of its spectral content, De-

blurring, on the other hand, increases the clarity of signal characteristics by enhancing high 

frequencies. Restoration is a type of de-noising that attempts to recover the original signal as 

accurately as possible by balancing de-blurring and smoothing. Wavelet transformations can be 

used to represent signals that have a lot of sparsity. Wavelet de-noising, a non-linear wavelet-based 

signal estimation approach, is based on this idea. Wavelet de-noising aims to eliminate noise from a 
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signal while keeping its properties, independent of the signal's frequency content. Smoothing should 

not be confused with wavelet de-noising. Smoothing just removes the high frequencies while 

keeping the lower ones, as previously stated. 

4.1. Wavelet transform: 

There are a variety of wavelet basis functions available, including Harr, Duabechies, Symlet, 

Meyer, biorthogonal wavelet, and others. The climbing function, also well-known as the father 

wavelet, and the wavelet purpose, sometimes known as the mother wavelet, are used to define the 

wavelet (Daubechies, 1992; Van Fleet, 2007). Assume, following Karim et al. (2008), that a 

function     )   L2(R) exists in such a way that the functional family 

       
 

 ⁄ (     )                                                     (13) 

Is a foundation that is orthonormal?  

The wavelet series can be defined as follows: 

     ∑           ∑ ∑ ꞵ    
 
                                   (14) 

Where αk, ꞵjk, Eq (14) defines the coefficients, and {   } ,k   Ζ is a basis for Wj  . A 

multiresolution extension of f is the relation in (13). The following equation is used to convert (13) 

into wavelet expansion.        

        
 

  (     )                                                  (15) 

In essence, the function       and        the mother wavelet and the scaled function (father 

wavelet) are referred to as the scaled function and mother wavelet, respectively. Meanwhile 

    ∫          ̅̅ ̅̅ ̅̅ ̅̅ ̅     ꞵ
  

 ∫          ̅̅ ̅̅ ̅̅ ̅̅ ̅                      (16) 

The approximation/coarser coefficients are   , while the detaicoefficients are ꞵ
  

.  

4.2. The discrete wavelet transform: 

The wavelet transformation is a method for assessing in what way fit a set of wavelet functions 

accurately represents the information under consideration. The wavelet coefficients represent the 

function's quality of fit to the signal. The resulting concluded a set of constants for two independent 

variables: translate and dilate. The term "translate" usually refers to the passage of time, whereas 

"scaling" refers to the way in which material is seen in terms of frequency. Lower frequencies 

equate to larger scales. 

The wavelet coefficient, αi,j , of the j wavelets at each level i are determined via the forward 

wavelet transform. For the signal f (n), the DWT is 

           
   ∑                                                          (17) 

IWT is the inverse wavelet transform that corresponds to it. 

     ∑ ∑                                                                       (18) 

Where             ⁄          
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4.3. Beyond the Haar Wavelet: 

The Haar MODWT and related ODWT have been the focus of our discussion thus far, although 

there are additional variations of these transforms. These transformations may be expressed  for a 

given maximum level J0 in terms of wavelet filtering of levels              and a scaled filter of 

level J0 Comparing analysis based on the Harr wavelet against analyses based on other wavelets is a 

good way to see if the Haar wavelet is acceptable or not. There is no need to use anything other than 

the Haar wavelet if the analyses are essentially the same; if they aren't, a different wavelet analysis 

than the Haar wavelet may be necessary. When non-Haar MODWTs and ODWTs are used, new 

boundary coefficients are produced. Hence discarding a Haar-based analysis comes at a cost. 

Ψ     

{
 
 

 
       

 

 

   
 

 
    

          

                                                                            

The measurement function is stated as followed: 

ϕ     {
       
           

                                                                                 

4.4. Wavelets Daubechies:  

All of the wavelets we've looked at thus far, such as Haar and Shannon wavelets, have significant 

limitations. Haar wavelets have a dense but discontinuous support. Shannon wavelets are extremely 

smooth, yet they span the whole real line. Before Ingrid Daubechies discovered the hierarchy of 

wavelets that includes the Haar wavelet, which is the only discontinuous one, these wavelets and a 

few others with comparable qualities were the only ones accessible. The hierarchy's other wavelets 

are compactly supported and continuous. The features of a wavelet with compact support are 

numerous. They can be built to have a specific number of derivatives and vanishing moments. 

                                                                                   (21) 

In general, dbN represents the family of the (N) moijat, although Moija Har is a member of this 

family because db1 is the same as the Harr wavelet. 

4.5. The Continuous wavelet transform: 

The Continuous wavelet transform (CWT) is a technique for displaying and assessing time and 

scale-dependent signal properties. The CWT, like the Fourier transform, is based on a single scaled 

function. Unlike the Fourier transform, however, we additionally shift the function, making the 

CWT an operator that accepts a signal and outputs a function with two variables: time and scale. 

Which may be thought of as a surface or picture. 

This is accomplished by employing scales that are closer together than the 2i relationship, and it 

provides the foundation for the continuous wavelet transform (CWT). The CWT takes the following 

shape: 

      ∫               
  

 
                                                    (22) 
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Where i denotes dilation and j denotes translation. The integral will be replaced by a summation for 

a finite digitally sampled signal, and the time t will be replaced by the discrete n. 

The discrete wavelet transform (DWT) is a signal process algorithm that is commonly used in the 

biomedical area to de-noise and compress data [M. Unser and A. Al-droubi]. The DWT 

decomposition procedure is as follows: 

        ∑         

 

                                                               

        ∑  

 

                                                                     

In the DWT, a half-band low-pass filter h0 and α half-band high-pass filter g0 yield coarse 

approximation results αj and detail results dj, respectively.  

5. Threshold Estimation: 

The primary principle of wavelet de-noising is to extract the ideal components of a signal from a 

noisy signal, which necessitates noise level measurement. There are a variety of ways to estimating 

the noise level, as well as a thorough examination of their effectiveness [8, 9]. Four alternative 

threshold settings were tested in this study to see how successful they were. Rigresure is the process 

of selecting an adoption threshold using Stein's unbiased risk estimate criterion. 

            √                                                         (25) 

Where the noise standard deviation and N is the signal length. (Sqtwolog is the universal threshold; 

the latter is determined from the detail coefficient at the first level of signal decomposition; 

Dxmedian 674.0)  

            √                                                              (26) 

Heursure is a heuristic that employs a combination of the prior principles. The minmax concept is 

used to select a threshold in Minimaxi. When compared to an ideal approach, a defined threshold is 

chosen to attain the minimum of the highest MSE generated by the best function in a assumed set. 

We look at a unique type of nonlinear estimator called a truncated threshold wavelet estimator. As 

in (2), define the empirical coefficients  ̂    ̂   and use hard thresholding: 

 ̂   {
 ̂          | ̂  |           ⁄

          | ̂  |           ⁄
                                                    

The estimator TW is then applied to the functions                , and K. 

       ̂      ̂      ∑ ̂         

   

    ∑∑ ̂      

   

  

  

            

Before we look at the attributes of this estimator, let's talk about why we're using it. The linear 

wavelet estimator, LW (corresponding to,    <   , and hence no "detail" term  ̂      ) cannot be 

optimum if p < p', as we saw in the previous sections. The dissection of the error into bias and 
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variance components may explain this. When LW employs level     , it has a bias of order        ́ ́, 

whereas the stochastic term is of order       ⁄   ́  ⁄ . This leads to the notion of starting with a low-

frequency estimator          ), with      set low enough that the stochastic term has the correct 

rate, and then adding in specific "details" up to the higher order      in such a manner that the bias 

term has the correct order as well. (It is clear that if p' = p, selecting     <   suffices, however if p' > 

p, selecting   >    is required.) 

5.1. Thresholding Rules: 

There are many rules for the thresholding. The two types used in this research will be discussed. 

A. Soft Thresholding: 

Soft thresholding of the wavelet coefficient is another typical approach for wavelet de-noising. Also 

proposed by Donoho and Johnostone, which is defined as follows (Jeena, 2013). 

B. Hard Thresholding: 

Donoho and Johnstone proposed hard thresholding, it is a simplest scheme thresholding interprets 

the declaration of (kill or keep). For wavelet implementation, hard thresholding employed a simple 

approach. De-noising (Katsuyuki, 2021). 

6. Evaluation criteria: 

The AIC (Akaike information criterion) and BIC (Bayesian information criterion) are two different 

types of information criteria. Log-likelihood (LL) will be used as selection criteria for the models. 

The model with the lowest value of AIC and BIC term appears the best model to Poisson regression 

(Rinku and Manash 2016) 

                
  

 
                                                                                                                                                 

                                                                                              

7. Experimental and Application: 

To compare between the classical and the proposed method in terms of efficiency and accuracy of 

the estimated model, an experimental part was done by simulating the Poisson regression and an 

applied of the real data about Thyroid disease for the patients in Smart Health Tower Sulaimani in 

Kurdistan-Iraq, based on AIC and BIC. And by designing a program in MATLAB (version 2018b) 

dedicated to this purpose (Appendix). 

7.1. Experimental Part: 

For case the time-independent and dependent covariates, Real data about Thyroid disease for the 

patients in Smart Health Tower Sulaimani in Kurdistan-Iraq. The case was selected for the sample 

size (128). This data content (three dependent and six independent) variables with give effected two 

times on the patient. Noises with added to the Poisson Regression model, dependent variable de-

noise and thresholding de-noise shown figure (1-3).  
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Table 1: Vector Auto regression (Variable) for variables before, stop and after TSH Wavelet for symlets-stop-hard 52. 

 Log likelihood SBIC AIC Number of obs. 

Before -4.261 9.908 12.522 128 

Stop -233.495 505.807 482.991 128 

After -2.208 5.802 8.416 128 

From the table (1) the Variable stop model is the best because AIC (482.991) value is 

less than SBIC values. 

Table 2: Test of regression model (Variable) for variables Before, Stop and after. 

Equation No. Parms. RMSE R-sq. chi2 P-value 

Before 7 97.349 0.034 7.4796E-30 0.636 

Stop 7 2.379 0.721 287.872378 3.1206E-31 

After 7 178.293 0.0590 1.2161E-12 0.279 

 

Tables (1-2) show that all the proposed methods have better efficiency than the classical method in 

estimating the Poisson Regression model depending on both average of criteria (AIC and BIC) for 

Thyroid disease selected samples, the case (n = 128), for the (Sym52) wavelet, (fixed from 

thresholding) threshold method, hard rule. Hard threshold rule was the best efficient compared with 

all other proposed methods and with the classical method because it has the lowest average of both 

criterions and for Thyroid disease selected samples (AIC = 482.991, BIC = 505.807), respectively. 

For most real data experiments, (sym52) Wavelet was better than, Also hard rule better than soft for 

all cases. 

 
Figure 1:  Dependent variable (Observation before TSH) de-noising and thresholding de-noising. 

For the purpose of the comparison between the proposed and classical method in estimating the 

Poisson Regression, also the experiment for real data about Thyroid disease for the patients and the 

average criteria for AIC and BIC was calculated. One wavelet (Sym52) was used with same 

methods in estimating the threshold level (fixed from thresholding), for two threshold rule (Soft and 

Hard), and for sample size (128). The results are summarized in Tables (1-2). 
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Figure 2: Dependent variable (Observation stop TSH) de-noising and thresholding de-noising. 

For the purpose of the comparison between the proposed and classical method in estimating the 

Poisson Regression, also the experiment for real data about Thyroid disease for the patients and the 

average criteria for AIC and BIC was calculated. One wavelet (Sym52) was used with same 

methods in estimating the threshold level (fixed from thresholding), for two threshold rule (Soft and 

Hard), and for sample size (128). The results are summarized in Tables (1-2). 

 

Figure 3: Dependent variable (Observation after TSH) de-noising and thresholding de-noising. 

For the purpose of the comparison between the proposed and classical method in estimating the 

Poisson Regression, also the experiment for real data about Thyroid disease for the patients and the 

average criteria for AIC and BIC was calculated. One wavelet (Sym52) was used with same 

methods in estimating the threshold level (fixed from thresholding), for two threshold rule (Soft and 

Hard), and for sample size (128). The results are summarized in Tables (1-2). 

7.2. Experimental part for Simulation data: 

For case the time-independent and dependent covariates, simulation data visualizations (Appendix -

program-1). One case was selected for the sample size (200). Noises with added to the Poisson 
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Regression model, dependent variable de-noising and thresholding de-noise for the simulation with 

n = 200 shown figure (4).  

Table 3: Average of criteria AIC and SBIC when n = 200. 

 Wavelet Log likelihood SBIC CIA Threshold Rule 

Simulation data 

Harr7 -39.821 123.310 97.641 Soft 

Harr7 -178.464 400.596 374.927 Hard 

Sym72 -61.010 165.687 140.020 Soft 

Sym72 -188.414 420.496 394.828 Hard 

db72 -61.010 165.688 140.020 Soft 

db72 -188.414 420.496 394.828 Hard 
 

From the table (3) the Variable model is the best because AIC (140.020) value is less than SBIC 

values. 

Table 4: Test of regression model (Variable) for simulation data n=200. 

Equation No. Parms. RMSE R-sq. chi2 P-value 

Harr7 soft 7 0.116 0.092 13.962 0.106 

Harr7 hard 7 1.015 0.102 121.833 0.069 

Sym72 soft 7 0.162 0.621 19.442 1.5138E-22 

Sym72 hard 7 1.186 0.180 142.326 0.001 

db72 soft 7 0.162 0.621 19.442 1.5138E-22 

db72 hard 7 1.186 0.180 142.326 0.001 

 

Tables (3-4) show that all the proposed methods have better efficiency than the classical method in 

estimating the Poisson Regression model depending on both average of criteria (AIC and BIC) for 

surgery thyroid selected samples, the case (n = 200), for the (Sym72) wavelet, (fixed from 

thresholding) threshold method, soft rule. Also, (db72) wavelet with (fixed from thresholding) 

threshold method and Soft threshold rule was the best efficient compared with all other proposed 

methods and with the classical method because it has the lowest average of both criterions and for 

surgery thyroid selected samples (AIC = 140.020, BIC = 165.687), respectively. For most 

simulation experiments, (db72) Wavelet was better than (Sym72), Also Soft rule better than Hard 

for all cases. 

 

Figure 4: Dependent variable (Simulation data) de-noising and thresholding de-noising. 
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For the purpose of the comparison between the proposed and classical method in estimating the 

Poisson Regression, also the experiment was repeated to (1000) times and the average criteria for 

AIC and BIC was calculated. Two wavelets (Sym72) and (db72) were used with same methods in 

estimating the threshold level (fixed from thresholding), for two threshold rule (Soft and Hard), and 

for sample size (200). The results are summarized in Tables (3-4). 

8. Conclusions: 

1. The aims methods (thresholding) have the primary principle of wavelet de-noising is to extract 

the main components of a signal from a noisy signal, which necessitates noise level 

measurement. In estimating the Poisson regression model depending on both average of criteria 

(AIC and BIC) for selected samples Thyroid disease for the patients, simulation data and 

application). 

2. STOP_TSH (sym72) wavelet with (fixed from thresholding) threshold method and soft threshold 

rule was the best efficient compared with all other proposed methods and with the classical 

method for Thyroid disease for the patients selected samples (for simulation and applications). 

3. STOP_TSH (sym52) wavelet with (fixed from thresholding) threshold method and hard threshold 

rule was the best efficient compared with all other proposed methods and with the classical 

method for Thyroid disease for the patients selected samples (for Real data and applications). 
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