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 Setting a border with the proper gray level in processing images to separate 

objects from their backgrounds is crucial. One of the simplest and most popular 

methods of segmenting pictures is histogram-based thresholding. Thresholding is a 

common technique for image segmentation because of its simplicity. Thresholding is 

used to separate the Background of the image from the Foreground. There are many 

methods of thresholding. This paper aims to review many previous studies and mention 

the types of thresholding. It includes two types: the global and local thresholding 

methods and each type include a group of methods. The global thresholding method 

includes (the Otsu method, Kapur's entropy method, Tsallis entropy method, Hysteresis 

method, and Fuzzy entropy method), and the local thresholding method includes ( Ni-

Black method and Bernsen method). The optimization algorithms(Genetic Algorithm, 

Particle Swarm Optimization, Bat Algorithm, Modified Grasshopper Optimization, 

Firefly Algorithm, Cuckoo Search, Tabu Search Algorithm, Simulated Annealing, and 

Jaya Algorithm) used along with thresholding methods are also illustrated. 

Keywords: 

Method of Thresholding,  

The optimization algorithms, 

 Simulated Annealing, 

Jaya. 

 

 

1. Introduction 

The process of splitting a digital image into 

various groupings of pixel sets is known as image 

segmentation. In various applications that employ image 

processing, segmentation is an essential first step for 

image analysis and visualization. Making each image 

sample simpler or more amenable to straightforward 

analysis is the major goal of image segmentation[1]. 

Target recognition begins with image segmentation, in 

which the objects are separated from the Background. 

Image segmentation's primary goal is to streamline and 

transform the relevant sample of the image into a simply 

understandable image. Bilevel thresholding or several 

multilevel thresholds are used in image segmentation. 

Images can be segmented using various methods, such 

as the Hough transformation, neural networks, template 

matching, and threshold[2]. 
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One of the simplest and most direct methods for 

segmenting images is thresholding.  

Thresholding is a direct method for extracting 

several sections from an image due to its simplicity.  

 The purpose of thresholding [3] and simplicity 

make it a popular technique for segmenting images. 

Thresholding separates an image's Background from its 

Foreground [1]. 

 Thresholding with optimization algorithms 

(Several modified optimization algorithms with 

multilevel thresholds) has been used to find the image's 

optimal thresholding values and improve the 

thresholding's global performance. 

This paper deals with many thresholding 

methods used in image segmentation, including Otsu, 

Kapur, Hysteresis, Homogeneity, Fuzzy, LOCAL, etc. 

In addition, this study presents previous studies, each 

method with its use, and the results obtained. A 

contribution of this paper is to make a review of the 

thresholding methods. It also includes thresholding 

challenges and applications. 

Copyright©Authors, 2023, College of 
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The paper is organized as follows: Section 2 

addresses the related work. The methods of thresholding 

are shown in section 3. Applications of thresholding 

with optimization are dealt with in section 4. In Section 

5, the conclusion is presented. 

 

2. Literature Work 

Due to its simplicity, thresholding is one of the 

most used methods for segmenting images. Thresholding 

differentiates an image's Background from its 

Foreground [1]. 

Ping-Sung Liao et al. (2001) state that a 

quicker variant of Otsu's method is suggested to increase 

the effectiveness of computing the ideal thresholding for 

an image. Compared to the traditional Otsu method, this 

method can reduce processing time from more than an 

hour to less than 107 seconds [3]. 

Kezong Tang et al. (2011)  affirm that the 

multilevel thresholding color image segmentation 

challenge was used to present the cuckoo search 

algorithm. The optimization phase of multilevel MCET 

used an improved genetic algorithm-based approach for 

thresholding selection. Recursive programming is 

utilized to reduce the computational complexity of the 

objective function in multilevel minimum cross entropy 

thresholding (MCET) by incorporating it into a genetic 

algorithm. Depending on the use of the genetic 

algorithm, the searching for the best thresholding. 

Bilevel and multilevel thresholding were both 

considered. The results of testing and the suggested 

method on various types of images demonstrate that it is 

effective and practical for the use with actual images[4]. 

Debashis M et al. (2014) argue that particle 

swarm optimization (PSO) is one of the bio-inspired 

optimization algorithms proposed for segmenting and 

analyzing medical images. In medical imaging, PSO is 

able to provide an optimum threshold value within an 

efficient time frame. The suggested method assists 

medical professionals or doctors in detecting various 

things, such as tumors and calculi in ultrasound images 

or fractures or ligament tears in any X-ray report[5]. 

A. K. Bhandari et al. (2016) said that the 

problem of multilevel thresholding color image 

segmentation is addressed using cuckoo search 

strategies; Otsu or Kapur's methods are used when 

optimizing solutions. The proposed method has been 

evaluated by comparing its results to those obtained with 

three additional nature-inspired methods. Determining 

the best solution and evaluating its fitness values along 

with four well-known performance metrics - PSNR, 

MSE, SSIM, and FSIM - has been done qualitatively and 

quantitatively based on differential evolution, wind-

driven optimization (WDO), and particle swarm 

optimization (PSO). For segmenting multilevel colored 

satellite images, Kapur's entropy proved more accurate 

and robust than various nature-inspired optimization 

techniques. As opposed to this, the cuckoo search 

proved to be the most effective method of segmenting 

colored satellite images [6]. 

 Mohamed A et al. (2017) state that a Moth-

Flame Optimization (MFO) and Whale Optimization 

Algorithm (WOA) are proposed for image segmentation 

to determine the best multilevel thresholding. The 

proposed methods have been tested using a variety of 

benchmark (test) images to address the issue of the 

lengthy time it takes the multilevel threshold to select 

the optimal threshold. The findings were examined using 

the best fitness values, PSNR, SSIM measurements,  the 

ANOVA test, and time complexity. Additionally, the 

MFO outperformed the WOA in terms of results [7]. 

A. AHILAN et al. ( 2019) said that 

Fragmentary Order For telemedicine applications, 

Darwinian Particle Swarm Optimization (FODPSO) 

present a multilevel thresholding method based on 

optimization techniques for extracting regions of interest 

and compressing DICOM images. According to the 

simulation results, FODPSO-based multilayer level 

thresholding produces better outcomes[8]. 

A. Ramya et al. ( 2019) argue that a novel 

framework for noise reduction and detection has been 

proposed. There are two phases to this structure. The 

noise detection phase, which is the first step, is carried 

out using the recently described adaptive multi-

thresholding approach (AMT). The edge-preserving 

median filter (EPM), which controls the blurring effect 

while keeping the fine details of the interior region, is 

used to modify the noisy pixel in the second phase. With 

benchmark images and medical images, the planned 

work is evaluated[9]. 
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Guoshen Ding et al.(2019)  have proposed an 

effective multilevel image thresholding solution by 

incorporating a hybrid adaptive-cooperative learning 

strategy with an upgraded FOA algorithm. As a result, 

the goal is to increase optimization performance and 

problem-solving accuracy without triggering FOA's 

local optimum. HACLFOA fruit fly individuals have a 

powerful global search capability thanks to the 

controlling factor, and due to the regulatory factor, they 

can focus their exploration efforts on a local area. By 

balancing global search abilities with local search 

abilities, this adaptive learning strategy can be used. 

Additionally, the fruit fly individual is tested by the 

HACLFOA algorithm not only as a total item but also as 

an individual in each dimension during the optimizing 

process, which increases the solving accuracy of the 

algorithm[10]. 

Wei Liu et al. (2020) show that a meta-

heuristic approach was used to find the best thresholding 

values for segmenting images based on the breeding 

process of Chinese hybrid rice. The fitness function was 

Renyi's entropy, and four standard image sets and four 

SEM images of cement were used to determine the best 

thresholding values. Based on standard and microscopic 

images of cement, HRO-Renyi has a better PSNR and 

SSIM, indicating a better fit for threshold 

segmentation[11]. 

Shikai Wang et al. (2021) suggest using an ant 

lion optimizer algorithm for multilevel thresholding 

color image segmentation. Otsu and Kapur's entropy is 

chosen from a variety of thresholding segmentation 

techniques. They serve as objective processes. The 

complexity of time increases exponentially as the 

number of thresholds rises. A modified ant lion 

optimizer method based on opposition-based learning 

(MALO) is presented to solve this problem by 

determining the ideal threshold values via maximization 

of the objective functions. A number of experiments 

conclusively demonstrate that the MALO method has 

higher search accuracy and convergence speed, making 

it a powerful and effective thresholding tool. The 

introduction of the opposition-based learning technique 

improves search accuracy and convergence 

performance[12]. 

 

3. Methods OF  Thresholding 

There are several thresholding methods used in image 

segmentation, as shown in  Figure 1: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Methods oF  Thresholding. 

During the processing of images, segmentation 

is a crucial step. It is the division of the image pixels into 

various regions based on the information about their 

intensity and threshold value[13]. The thresholding uses 

several methods to segment images, and they are used in 

the medical and other fields, and these methods are: 

 

3.1. Global Thresholding 

The global thresholding method can be most 

effective when the target items create distinct peaks in 

the image's gray-level histogram. Based on the 

characteristics of its nearby pixels, the methods calculate 

a threshold value for each pixel. The methods that use 

global thresholding are more noise-sensitive. Various 

global thresholding methods have been presented[14], 

As explained below: 

 

3.1.1 Otsu Method 

A non-parametric segmentation process called 

the Otsu method (Between-class variance) divides the 

image into several classes[15]. The fundamental idea 

Methods of Image 

Otsu 

Kapur's entropy 

method 

Tsallis entropy 

method 

Hysteresis method 

Fuzzy Entropy Method 

Ni-Black 

Method 

Global Threshold Local Threshold 

Bernsen 

Method 



P- ISSN  1991-8941   E-ISSN 2706-6703          Journal of University of Anbar for Pure Science (JUAPS)          Open Access                                                     

2023,(17), ( 1 ):137– 148                                              

 

140 
 

behind this method is to divide an image's pixels into 

two groups. Otsu method has been applied by numerous 

researchers [16]. 

The inter-class variance function is described by Eq 

(1)[17]. 

𝜎0
2 = 𝜔0(𝜇0 + 𝜇𝑇)

2 . 𝜎1
2 = 𝜔1(𝜇1 +

𝜇𝑇)
2 .⋯ . 𝜎𝑚

2 = 𝜔𝑚(𝜇𝑚 + 𝜇𝑇)
2 (1) 

Where 

 𝜇0 =
∑ 𝑖𝑃𝑖

𝑡1−1
𝑖=0

𝜔0
 . 𝜇1 =

∑ 𝑖𝑃𝑖
𝑡2−1
𝑖=𝑡1

𝜔1
 . ⋯ . 𝜇𝑚 =

∑ 𝑖𝑃𝑖
𝑁−1
𝑖=𝑡𝑚

𝜔𝑚
    (2)   

      Where,   𝜇0. 𝜇1. ⋯⋯ . 𝜇𝑚 = the average intensity 

value of the pixel of class 0, 1, ⋯⋯, m   respectively, 

for multilevel thresholding. 

 𝜇𝑇 = global mean. 

 𝑃𝑖 = probable pixel intensity value of i of 

spectrum 0 to 255 

 N = sum of different intensity levels. 

 As a result, the segmentation technique attempts 

to raise f(t), which specifies the sum of the inter-class 

variance function, to obtain the defined peak threshold 

values at Eq (3) [17]. 

  𝑡∗⃗⃗  ⃗ = argmax(𝑓(𝑡))    𝑊ℎ𝑒𝑟𝑒 𝑓(𝑡) = ∑ 𝜎𝑖
2𝑚

𝑖=0  (3)     

This method applies to both grayscale and color images. 

3.1.2 Entropy criterion method (Kapur's method) 

In this method, the goal is to determine the 

optimal threshold value for increasing total entropy. 

Based on the entropy calculation, An image can be 

separated into classes and compressed [13].  

Kapur's method can also be expanded to 

multilevel thresholding; it can be formulated as seen 

below[18]: 

      𝑓(𝑡1.𝑡2. ⋯⋯ . 𝑡𝑛) = 𝐻0 + 𝐻1 ⋯⋯+ 𝐻𝑛       (4) 

Where  

𝐻0 = −∑
𝑃𝑖

𝜔0

𝑡1−1

𝑖=0
 ln

𝑃𝑖

𝜔0
 . 𝜔0 = ∑ 𝑃𝑖

𝑡1−1

𝑖=0
  

        𝐻1 = −∑
𝑃𝑖

𝜔1

𝑡2−1
𝑖=𝑡1

 ln
𝑃𝑖

𝜔1
 . 𝜔1 = ∑ 𝑃𝑖

𝑡2−1
𝑖=𝑡1

   

        𝐻2 = −∑
𝑃𝑖

𝜔2

𝑡3−1
𝑖=𝑡2

 ln
𝑃𝑖

𝜔2
 . 𝜔2 = ∑ 𝑃𝑖

𝑡3−1
𝑖=𝑡2

   

𝐻𝑛 = −∑
𝑃𝑖

𝜔𝑛

𝐿−1
𝑖=𝑡𝑛

 ln
𝑃𝑖

𝜔𝑛
 . 𝜔𝑛 = ∑ 𝑃𝑖

𝐿−1
𝑖=𝑡𝑛

   Maximizing 

the objective function yields the optimal thresholds, that 

is[19]: 

    𝑡∗ =   arg       max(𝑓(𝑡1 . 𝑡2. ⋯⋯ 𝑡𝑛))  (5)        

      0 ≤ 𝑡 ≤ 𝐿 − 1  

 where L is the total number of different 

intensity levels in the grayscale image and H0, H1,... Hn 

is the entropy value of the n + 1 various regions or 

classes. Pi is the probability that the pixel intensity value 

will be in the range of 0 to 255. It can be used to 

segment color images by processing the R, G, and B 

channels independently. 

 

3.1.3 Tsallis Entropy Method 

Shannon's entropy has been updated to Tsallis's 

entropy. Shannon initially used entropy to estimate the 

system's ambiguous information content. Normally, 

entropy is used to assess how chaotic a system is [20]. 

Tsallis has proposed generalizing Boltzmann-Gibbs 

(BGS) statistics based on multi-fractal theory[13], and 

the expression can be described as 

        𝑆𝑞 =
1−∑ (𝑝𝑖)

𝑞𝑘
𝑖=1

𝑞−1
      (6) 

where k is the total number of system 

possibilities, q is an entropic index describing the degree 

of nonextensivity, and I p is a number between 0 and 1, 

indicating the likelihood that the modelled system will 

be in state i. 

A pseudo-additivity entropic rule can be used to 

calculate the system's Tsallis entropy using Eq 

(7)[17][21]: 

𝑆(𝑓𝑔
𝑐+𝑏𝑔

𝑐) =𝑆𝑞 (𝑓𝑔
𝑐) +𝑆𝑞 (𝑏𝑔

𝑐) +(1-q). 𝑆𝑞 (𝑓𝑔
𝑐). 𝑆𝑞 (𝑏𝑔

𝑐)  

𝐶 = {
1.2.3

1
 𝑖𝑓        𝑅𝐺𝐵 𝑖𝑚𝑎𝑔𝑒 
𝑖𝑓       𝑔𝑟𝑎𝑦   𝑠𝑐𝑎𝑙𝑒     𝑖𝑚𝑎𝑔𝑒

      (7)  

Where, 

𝑓𝑔
𝑐 =Foreground of an image. 

𝑏𝑔
𝑐 =Background of an image. 
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Where the Foreground and Background of an 

image are indicated by f g and bg, you can segment 

grayscale and color images with this method. Tsallis 

entropy method multilevel (m-level) image thresholding 

can so be stated as: 

   𝑆𝑞
𝐶0  (𝑡) =  

1−∑ (𝑃𝑖
𝐶 |𝑃𝐶0  )𝑞𝑡1−1

𝑖=0

𝑞−1
; 

 𝑆𝑞
𝐶1 (𝑡) =  

1 − ∑ (𝑃𝑖
𝐶  |𝑃𝐶1  )𝑞𝑡2−1

𝑖=𝑡1

𝑞 − 1
      ;     

𝑆𝑞
𝐶𝑚  (𝑡) =  

1−∑ (𝑃𝑖
𝐶 |𝑃𝐶𝑚  )𝑞𝐿−1

𝑖=𝑡𝑚

𝑞−1
    (8) 

   Where     𝑃𝐶0 = ∑ 𝑃𝑖
𝐶       ;       𝑃𝐶1𝑡−1

𝑖=0 =

 ∑ 𝑃𝑖
𝐶  

𝑡2−1
𝑖=𝑡  ;  𝑃𝐶𝑚 = ∑ 𝑃𝑖

𝐶       𝑁−1
𝑖=𝑡𝑚

         

       Accommodating the optimal threshold values as: 

[𝑡0
∗⃗⃗  ⃗. 𝑡1

∗⃗⃗  ⃗. 𝑡2
∗⃗⃗  ⃗. ⋯ . 𝑡𝑚

∗⃗⃗ ⃗⃗  ] = argmax (𝑆𝑞
𝐶0(𝑡) + 𝑆𝑞

𝐶1(𝑡) + ⋯+

𝑆𝑞
𝐶𝑚(𝑡) + (1 + 𝑞) ∙ 𝑆𝑞

𝐶0(𝑡) ∙ 𝑆𝑞
𝐶1(𝑡) ⋯𝑆𝑞

𝐶𝑚(𝑡))         (9) 

  Subject to the following constraint: 

      |𝑃𝐶0 + 𝑃𝐶1| − 1 < 𝑆𝐶0 < 1 − |𝑃𝐶0 +

𝑃𝐶1| . |𝑃𝐶1 + 𝑃𝐶2| − 1 < 𝑆𝐶1 < 1 − |𝑃𝐶1 +

𝑃𝐶2  |& |𝑃𝐶𝑚−1 + 𝑃𝐶𝑚| − 1 < 𝑆𝐶𝑚−1 < 1 − |𝑃𝐶𝑚−1 +

𝑃𝐶𝑚  |    (10)   

     𝑃𝐶0 , 𝑃𝐶1, ... 𝑃𝐶𝑚 can be constructed using 

the probability distribution of pixel values corresponding 

to the threshold levels 𝑡0
∗⃗⃗  ⃗. 𝑡1

∗⃗⃗  ⃗. 𝑡2
∗⃗⃗  ⃗.⋯ . 𝑡𝑚

∗⃗⃗ ⃗⃗  

 

3.1.4 Hysteresis Method 

 For automatic edge detection, a common 

technique is hysteresis thresholding. However, it is still 

difficult to determine reasonable high and low thresholds 

without supervision. Traditional low and high-threshold-

linking methods can result in noisy edges and miss some 

evident edges.  

The foundation of hysteresis thresholding is the 

selection of low and high thresholds, followed by an 

edge-linking procedure to find edges. If the calculated 

threshold for single thresholding is too low, spurious or 

noisy edges will be detected. Conversely, if a very high 

threshold is used, many significant true edges will be 

missed. To create a final edge map, hysteresis 

thresholding calculates both high and low thresholds. If 

the low and high thresholds are appropriately calculated 

and their thresholded images are processed, it produces 

much better results than single thresholding[22]. 

 

3.1.5  Fuzzy Entropy Method 

With fuzzy entropy, a mathematical technique 

commonly used to deal with ambiguity and uncertainty, 

threshold values are computed by using membership 

functions, making borders within regions less confusing 

than most thresholding methods. According to fuzzy 

image segmentation, It is critical to calculate the 

distance between grayscale values and presumptive 

thresholds based on membership grades. In this sense, 

fuzzy entropy (FE) is employed for image thresholding. 

A given gray value's affinity for a given class is stronger 

the further it is from a given threshold value. One 

method for detecting breast cancer is the fuzzy entropy 

threshold approach[23][24]. 

 

3.2. Local Threshold         

The original image is divided into smaller sub-

images for local thresholding, and a threshold is chosen 

for each of the sub-images. The point-dependent 

approach or the region-dependent method can be used to 

determine a region's threshold. The histograms are 

calculated for each rectangular, overlapping sub-images 

that make up an image. At least one pixel from the sub-

image is an item, and one at least is taken from the 

Background.  

If the sub-image contains a bimodal histogram, 

the minimum between the peaks should be used as a 

local threshold. If a histogram is unimodal, the threshold 

can be calculated by changing the local thresholds found 

for nearby sub-images. For each pixel, iterative raising is 

required to obtain the right thresholds. The 

computational cost of local thresholding is typically 

higher than that of global thresholding. It is extremely 

useful for segmentation objects from different 

backgrounds[25]. 

 

3.2.1 Ni-Black Method 

Local thresholding algorithms such as Ni-Black 

modify their thresholds according to the local mean and 

standard deviation in an area surrounding each pixel 

position. Images with irregular backgrounds are 
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typically subjected to this local thresholding method. A 

small window's average illumination value is called the 

local mean (mean cakulated over a small window), 

whereas the overall illumination of the image is known 

as the global mean. Local Thresholding value for 

Niblack thresholding LT(x,y) at (x,y) is computed as 

given in Eq (11) [26]: 

LT(x, y)= μ(x, y) + λ ∗ σ (x, y) (11) 

 (x, y) is the local mean of the pixel (x, y), and 

(x, y) is the standard deviation of the pixel in a window 

of size z*z & λ is a bias set to 0.5. The threshold value is 

adjusted based on the contrast of the local pixel value. 

The bias variable λ controls the level of adaptation for 

different threshold levels[26]. 

 

3.2.2  Bernsen Method 

A local binarization technique, as proposed by 

Bernsen, employs local contrast value to establish a local 

threshold value. The local threshold value for each pixel 

(x, y) is calculated by the relation (12)[27]. 

 T(x,y)=(Imax+IMin)/2      (12)        

Imax is the image's maximum gray level value, 

and IMin is the image's minimum gray level value 

centred in (x,y). If the grayscale image is not uniform, 

the threshold assignment can be written as Imax - Imin 

>L because it is based on local contrast values. 

Then 

T (x, y) = (Imax + IMin)/2     ElseT(x, y) = GT 

//(else threshold value is calculated by global 

thresholding technique.) L is a contrast threshold, and 

GT is a global threshold value[27]. 

 

4. OF Thresholding with Optimization Algorithms 

Formally, a metaheuristic is described as guiding 

a subordinate heuristic by intelligently combining all 

ideas for exploiting and exploring the search space. 

Information is organized using learning methods to look 

for close-to-ideal solutions efficiently. Instead, a 

metaheuristic is an algorithm typically created to solve 

approximately a large range of difficult optimization 

problems without needing to be specifically tailored to 

each one[30]. There are many algorithms that will be 

explained as shown below in Figure 2: 

 

 

 

 

 

Fig 2: Meta-heuristic Algorithms. 

4.1 Genetic Algorithms (GA) 

An optimal or extremely close fit function is 

produced by the natural or genetic selection of aw1 

population or potential solutions. Genetic algorithms 

search for models based on this process[28]. Using a 

genetic algorithm, (S. Pare et al.) segmented satellite 

images using multiple objective functions. Three of the 

most prominent multilevel thresholding functions, 

Tsallis entropy, between-class variance, and Kapur's 

entropy, have been used in a genetic algorithm-based 

multilevel thresholding method for image segmentation. 

In almost every case, Kapur's entropy-based method 

performed better in terms of the best threshold values, 

PSNR, MSE, SSIM, and FSIM. The findings imply that 

multilevel thresholding can effectively use GA with 

Kapur's entropy. The proposed technique's validity and 
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accuracy are reported both qualitatively and 

quantitatively. Consequently, the Kapur's-GA approach 

is a successful method for identifying optimal threshold 

values[29]. Also, use GA by hybridizing it with EDA to 

solve hot problems in cloud computing[30]. 

 

4.2  Particle Swarm Optimization (PSO) 

PSO is impacted by the social behaviour of 

living things, such as flocks of birds finding food 

sources, which is an intelligent evolutionary computing 

technology. Eberhart and Kennedy introduced it 

(Kennedy and Eberhart). It is a computational technique 

that resolves a problem by repeatedly attempting to 

enhance a candidate arrangement about a certain 

percentage of value. PSO aims to discover the best 

answer by working together and sharing data among 

particles or molecules in a group that may be considered 

a population. A particle is an element or constituent of 

the so-called swarm. A swarm must fly over the hunting 

area to locate promising scene territories. Every particle 

has a search space across which it looks for food. Each 

particle is initialized at random and carries both velocity 

and position information. Each particle is aware of its 

optimal place inside the group of particles as well 

Gbest[31]. 

For example, IQPSO is used in the medical field 

to segment brain tissue through magnetic resonance 

images (MRI)[32]. 

 

 4.3  Bat Algorithm (BA) 

BA is a brand-new evolutionary optimization 

algorithm that searches global optima by relying on 

individual collaboration. Designing a global search 

formula and a local search formula are the two 

difficulties involved in BA structure design. (a) Global 

search algorithm design The traditional BA's velocity 

formula states that the current optimal position is the 

only factor in determining how to position a bat. In this 

situation, bats can become caught in the local optimum. 

(b) Design of local search formula Lin et al. suggested a 

chaotic Levy BA that modified the original local search 

formula by using chaos functions and the Levy flight 

formula; according to (S. Pare et al.) an ideal multilevel 

segmentation algorithm has been put forth that makes 

use of Renyi's entropy function and the Bat algorithm to 

get the best threshold values for segmenting color 

images. The bat algorithm has been utilized for 

multilevel threshold-based color image segmentation, 

such as satellite image processing [33]. 

 

4.4 Modified Grasshopper Optimization Algorithm 

(GOA) 

In recent years, the Grasshopper Optimization 

Algorithm (GOA) has been inspired by the foraging and 

swarming behaviour of grasshoppers in nature to 

develop a swarm intelligence system. A wide variety of 

optimization problems in various fields have been 

effectively solved using the GOA algorithm. A 

grasshopper is an insect notorious for being a pest that 

interferes with and harms crops and agriculture. Nymph 

and maturity are two phases in their life cycle. The 

nymphal phase consists of small, deliberate movements, 

whereas the adult phase consists of sudden, long-

distance moves. The nymphal and adult phases represent 

the intensification and diversification phases of 

GOA[18]. In this search field, metaheuristic algorithms 

are used to find the optimal thresholds. (HONGNAN 

LIANG et al ) The multilevel image segmentation 

problem was solved using the Grasshopper optimization 

algorithm. Many other uses exist for higher 

segmentation accuracy and fewer iterations[34]. 

 

4.5  Firefly Algorithm (FA) 

Each firefly (population member) stands for a 

potential solution in the search space. Fireflies search for 

suitable candidates for solutions by moving into other 

positions. The radiated light's intensity, often evaluated 

by the fitness value, determines the attractiveness[35]. 

Utilized the three idealized rules below to describe our 

Firefly Algorithm (FA) simply: Because all fireflies are 

unisex and are therefore attracted to other fireflies 

regardless of gender, and because attractiveness is 

inversely correlated with brightness, the less attractive of 

any two flashing fireflies will gravitate toward the more 

attractive one. Both the appeal and the brightness decline 

as the distance between them rises. The movement of a 

firefly depends on whether there is a brighter one 

randomly; The brightness of the objective function 

affects or determines a firefly's luminosity(Abhay 

Sharma et al.) employed the Firefly algorithm to 
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segment grayscale images effectively. To improve the 

process's effectiveness, an optimal searching technique 

can be applied. Because of its high conversion rate and 

quick processing, the Firefly algorithm is one of the best 

for segmenting images. Firefly with Levy flying was 

used to optimize both parameters while considering 

computation time and the maximum entropy objective 

function. Comparing the proposed method to other 

methods, they are far more time- and resource-efficient 

[36]. 

 

4.6 Cuckoo Search (CS)  

     The cuckoo search algorithm was created using 

cuckoo bird reproduction as inspiration. Cuckoo search 

is extensively utilized to resolve optimization problems 

in various technical domains. However, because CS 

employs a unitary search strategy, which makes it simple 

for the algorithm to get trapped in the local optimum and 

enter an early convergence state, all cuckoos exhibit 

comparable search behaviour. Because it uses a 

switching parameter to balance local and global random 

walks, it is very effective at solving global 

optimization[37]. (S. Pare et al.) used the cuckoo search 

algorithm in an effective multilevel thresholding 

technique to make the multilevel cross-minimum 

entropy more usable and reduce the complexity, choose 

the optimal threshold values more quickly and precisely 

than other comparable techniques, and produce high-

quality segmented images[38].  

4.7  Tabu Search Algorithm(TSA) 

Like other metaheuristic algorithms, TSA begins 

with a viable space initial solution. Then, among the 

neighbors of the current solution, it selects the best 

neighbor's response. The algorithm then keeps track of 

the best non-tabu solution in the immediate area; if not, 

it checks the aspiration criterion. Even if the neighbor's 

response is on the tabu list, it advances to the new best if 

it meets the ambition condition and has a higher fitness 

value than the current best. The tabu list is updated as 

the algorithm switches between solutions. This entails 

adding the probable solution to the tabu list to avoid 

cycles and constantly accessing a certain set of solutions. 

TSA uses the tabu list as a means of eluding the local 

optimal. Some elements will become expendable after 

the preceding move is added to the tabu list. A tabu time 

parameter determines the time that a movement remains 

in the tabu list. Until a stopping requirement is met, 

there is a constant movement from one potential solution 

to another in the neighborhood [39]. In the medical field, 

(Diptoneel Kayal and Sreeparna Banerjee) employed a 

dynamic threshold with Tabu Search to find solid 

exudate in the image of the retina. Diabetic retinopathy 

is a retinal disease that affects people with diabetes and 

can cause blindness[40]. 

 

 4.8  Simulated Annealing(SA) 

     A physical annealing process is used as a 

model for the SA heuristic, which involves cooling 

solids until their atoms are relocated to form low-energy 

crystals. The basic elements of the method were first 

defined by Metropolis et al. in 1953, and Kirkpatrick et 

al. first provided the whole algorithm, also suggesting 

the algorithm as a combinatorial optimization tool to 

minimize a cost function in combinatorial problems. The 

algorithm eventually converges to a better local 

minimum by accepting both solutions that increase the 

cost function and modified ones that decrease it. After 

starting with a random solution, the algorithm uses 95, a 

perturbation method, to generate a neighboring solution 

by altering the present solution slightly (simulating that 

atoms move randomly within the solid). If the new 

solution's quality (energy), defined by the cost function, 

is lower, the algorithm prefers it to the preceding one. 

Without such a condition, the solution is likely to be 

accepted as e E/T, where E denotes the energy switch 

between solutions and T their temperature. Using 

temperature as the control parameter, the algorithm 

gradually reduces the temperature until a minimum 

temperature is reached after the solutions have been 

disturbed sufficiently to allow a thermal equilibrium. In 

implementing the SA algorithm, two types of choices 

must be considered: problem-specific and generic. It is a 

problem-specific choice to implement the number of 

simulated annealing functions, such as cost function, 

perturbation method, and solution structure, based on the 

problem of interest. A SA algorithm's specific problem 

is not related to the setting of cooling parameters[41]. 

4.9 Jaya Algorithm(JA) 
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To solve constrained and unconstrained 

optimization problems, Rao created a revolutionary 

swarm-based heuristic, the Jaya algorithm. Jaya means 

victory in Sanskrit. Using this approach, the searching 

agents or particles continuously strive to avoid the worst 

solution (i.e., failures) in each iteration, coming closer to 

the target (i.e., victory). Due to upgrading all JA 

candidates in each iteration, all solutions produced by 

iteration are better than the preceding worst solution. 

The seeking agent adjusts its position essentially by 

preserving only the best position and ignoring all worse 

positions. Every proposed solution or searching agent in 

JA is known as a particle (X (j.k.i)). Every particle in the 

search region seeks the most effective solution (J Best) 

of the goal or cost function(J) and avoids the worst 

solution (J Worst). The JA flowchart is depicted. This is 

accomplished by optimizing the objective function (J), 

assuming 'n' candidates (i.e., k = 1, 2,..., n) and design 

variables or generators (i.e., j = 1, 2,..., m). The positions 

of the particles are mathematically updated as (13)[42]: 

  𝑋 ́ 𝑗.𝑘.𝑖 = 𝑋𝑗.𝑘.𝑖 + 𝑟1.𝑗.𝑖(𝑋𝑗.𝑏𝑒𝑠𝑡.𝑖 − |𝑋𝑗.𝑘.𝑖|) −

𝑟2.𝑗.𝑖(𝑋𝑗.𝑤𝑜𝑟𝑠𝑡.𝑖 − |𝑋𝑗.𝑘.𝑖|)    (13)     

     During iteration, X (j.k.i) represents the jth 

variable for the kth candidate. The random numbers r (1. 

j.i) and r (2. j.i) have values ranging from 0 to 1. The 

greatest and worst candidate values are X (j.best.i) and X 

(j.worst.i), respectively. X (j.k.i) now has a new value 

(j.k.i). If X (j.k.i) produces the highest fitness value 

compared to X_, it is kept (j.k.i). At the end of each 

iteration, the cost function values are kept, and the next 

iteration takes these values as input for computation 

until the optimal solution is reached [43]. 

 

5. Conclusion 

The segmentation of images is one of the 

significant applications of metaheuristic algorithms. 

Pattern recognition and image analysis both heavily rely 

on image segmentation. Image segmentation is a method 

or procedure for dividing digital images into various 

groups of pixels. Most image analysis, object 

representation, and visualization algorithms include 

image thresholding as an initial step. In this paper, a set 

of previous threshold studies are reviewed. In addition, 

the threshold methods used for image segmentation were 

mentioned, which include two types of methods, global 

methods and local methods, each of which has different 

types. Threshold optimization algorithms are also 

included, and these algorithms are explained in detail. 
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 طرق التحسين لعتبة الصورة: مراجعة
 بشرى علي عبد,عزمي توفيق حسين ,اثير باسل عبد الكريم
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 الخلاصة:

عًا يعد تعيين حد بمستوى رمادي مناسب في معالجة الصور لفصل الكائنات عن خلفياتها أمرًا بالغ الأهمية. واحدة من أبسط الطرق وأكثرها شيو 
تكراري. العتبة هي تقنية شائعة لتجزئة الصور بسبب بساطتها. يتم استخدام العتبة لفصل خلفية الصورة عن لقائمة على المدرج اللتقسيم الصور هي العتبة ا

عين: طرق العتبة المقدمة. هناك العديد من طرق العتبة. تهدف هذه الورقة إلى مراجعة العديد من الدراسات السابقة وذكر أنواع العتبة. وهي تشتمل على نو 
, ويشتمل كل نوع على مجموعة من الأساليب. تتضمن طريقة العتبة الشاملة )طريقة أوتسو , طريقة كابور للإنتروبيا , طريقة تساليس العمومية والمحلية 

ات التحسين يبلاك وطريقة بيرسن(. يتم أيضًا توضيح خوارزم-, وتشمل طريقة العتبة المحلية )طريقة نيروبيا الضبابي(للإنتروبيا , طريقة التخلفية وطريقة الانت
 Tabu, وخوارزمية Cuckoo Search, وFirefly, وخوارزمية )الخوارزمية الجينية, وتحسين حشد الجسيمات, وخوارزمية الخفافيش, وتحسين الجندب المعدل

Search وخوارزمية , والتليين المحاكي ,Jaya.المستخدمة جنبًا إلى جنب مع طرق العتبة ) 
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