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Obesity is the excess body weight relative to the height above 
the desired level due to an excessive increase in body fat to lean 
mass. It causes many health problems due to its negative 
effects on body systems (cardiovascular, musculoskeletal, 
gastrointestinal, respiratory, skin, endocrine, genitourinary 
system) and psychosocial status. This study aims to effectively 
detect the eating and physical condition-based obesity stages 
using machine learning algorithms. The dataset contains data 
for estimating obesity stages in individuals from Mexico, Peru, 
and Colombia and is available as an open source. There are 
2111 records and 17 attributes in the dataset. In the records, 
obesity stages were categorized as insufficient weight, normal 
weight, overweight level I, overweight level II, obesity type I, 
obesity type II and obesity type III. The 10-fold cross-validation 
method was used to validate the model, and the performances 
of the Support Vector Machine (SVM), Random Forest (RF), and 
Multilayer Perceptron (MLP) classification algorithms were 
compared. It has been determined that the highest 
performance among the algorithms whose performances are 
compared belongs to the RF Algorithm (95.78%).  This paper’s 
abstract has been presented at the International Conference on 
Computational Mathematics and Engineering Sciences held in 
Ordu (Turkey), / 20-22 May. 2022. 
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1. Introduction 

Obesity is a chronic condition characterized by 
increased body fat relative to lean body mass, 
resulting from the fact that the energy taken into 
the body with food is more than the energy spent 
[1]. Obesity, diabetes, hypertension, and high blood 
lipid levels, which are related and cause 
cardiovascular diseases, are evaluated with a 
common name as Metabolic Syndrome since they 
are seen in the same source disease group. Obesity 

and overweight are major public health concerns, 
with more obese or overweight adults than 
underweight adults.  40% of women and 39% of 
men aged 18 and over, accounting for nearly 2 
billion adults, were overweight, and 15% of women 
and 11% of men, more than half a billion, were 
obese worldwide. Both obesity and overweight 
have increased markedly over the past four 
decades [2]. 

http://doi.org/10.37649/aengs.2023.139350.1045
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Moreover, diabetes has become the fifth cause of 
death in parallel with the rapid increase in obesity 
globally [3]. For every 1 kg of body weight, obesity 
increases the incidence of diabetes by 5%. 200 
million people have diabetes worldwide, which is 
predicted to double in the next 30 years [3] likely. 

Obesity is calculated by taking weight and height 
values. For the calculation, the weight is divided by 
the square of the height value (kg/m²) [4]. Body 
mass index (BMI) calculation is used as a standard 
worldwide to calculate obesity. Individuals is 
defined as following; less than 18.5 kg/m2: Weak 
individual, between 18.5– 24.9 kg/m2: Normal 
weight individual, between 25 – 29.9 kg/m2: 
Overweight individual, between 30 – 39.9 kg/m2: 
Obese individual, over 40 kg/m2: severely obese 
(morbidly obese) [5]. Machine learning methods 
are most frequently utilized in the field of health 
sciences for determination of post-disease 
complications, estimation, diagnosis, and it is 
aimed to provide better quality health care to 
patients by saving time and workload [6]. 
Woldaregaya et al. [7] proposed a patient-oriented 
and artificial intelligence-based patient follow-up 
system for patients with diabetes to ensure patient 
comfort in health management processes and 
improve treatment processes. In another study on 
the opportunities created by machine learning in 
healthcare, a model that classifies patients 
according to risk groups using hospital data was 
proposed, thus improving patient follow-up and 
related actions [8]. In another study, an artificial 
intelligence model was proposed to identify high-
cost and risky patients to determine the necessary 
treatment and steps [9]. Another example of health 
management processes related to machine learning 
techniques solutions is that health insurance 
providers were improved and accelerated by 
integrating machine learning into their pre-
approval processes [10]. A different perspective on 
hospital management, which is a part of health 
management, was presented by Rodriguez et al. 
[11]. In a study by Mercaldo et al. [12], the 
Hoeffding Tree algorithm was used to diagnose and 
classify diabetes. The study, as mentioned earlier, 
created a machine learning model over the costs of 
patients hospitalized for diabetes and similar 
chronic diseases. It aimed to estimate the costs of 
the disease with the model [13]. Today, artificial 
intelligence and machine learning have begun to 
affect doctors, patients, hospitals, and all health-
related fields. Machine learning methods and 
artificial intelligence are currently used in areas 

such as computed diabetic retinopathy analysis, 
tomography, and heart attack risk determination 
by electrocardiograph (ECG). Since there is a lot of 
data in these fields, algorithms can be as successful 
as specialist doctors in making diagnoses [5]. The 
use of machine learning applications and artificial 
intelligence in health is carried out in many sub-
activity areas, such as medical diagnosis and cost 
estimation, imaging analysis, disease tracking, 
resource planning and emergency management, 
and processing of unstructured data [14, 15, 16]. 
Artificial intelligence models, also used in 
functionalizing high-dimensional patient data, are 
active in increasing data reliability and quality 
[13,17,18]. Given the widespread impact of this 
disease, its early diagnosis is critical. 

In this study, we proposed a machine learning 
model to classify obesity stages accurately and 
effectively. The main contributions of this study are 
as follows: 

a) The performances of machine learning 
algorithms were compared in determining the best 
classification performance to assist expert 
decisions in the early detection of obesity stages. 

b) Experiments have shown that RF 
algorithm is advantageous over machine learning 
methods in the multi-classification of obesity 
stages. 

c) As a result of the performance analysis of 
the RF algorithm, an overall accuracy value of 
95.78% was found.  

2. Material and Method 

2.1. Proposed Model 

In this study, a machine learning model was 
proposed to be used in the early diagnosis of 
obesity disease stages. The flow diagram of the 
proposed model is given in Figure 1. In this study, 
the obesity disease dataset was used which is 
accessible as open source for data scientists and 
machine learning practitioners. The dataset 
contains data for the estimation of obesity stages in 
individuals from the countries of Mexico, Peru and 
Colombia [19]. The characteristic of the dataset is 
shown in Table 1. 
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Figure 1. Flow diagram of the proposed model 

2.2. Dataset 

The dataset contains 17 attributes and 2111 
records. In the records, obesity stages were 
categorized as insufficient weight, normal weight, 
overweight level I, overweight level II, obesity type 
I, obesity type II and obesity type III. 

Table 1. Characteristics of the dataset 

Dataset Number of 
classes 

Number of 
features 

Number of 
samples 

Obesity 
Stages 

7 17 2111 

2.3. Division of Data into Training and Test 
Sets 

The model learns to use the training dataset, and 
the model's performance is validated with the 
testing dataset. The 10-fold cross-validation 
method was used to validate the model. In 
databases consisting of several thousand rows or 

less, the k-fold cross-validation method can be used 
to divide the data into k groups. The dataset is 
randomly divided into k groups. When we examine 
the literature, it is seen that the k value is generally 
chosen as 10 [20]. In this study, the k value was 
chosen as 10. In this method, the first group is used 
for testing and the other groups are used for 
learning. This process is continued with one group 
for testing and the other for learning purposes. The 
average of the ten resulting error rates will be the 
estimated error rate of the constructed model. 

2.4. Model Evaluation 

Model evaluation metrics can be derived from the 
confusion matrix. In the confusion matrix, the rows 
represent the actual numbers of the samples in the 
test set, and the columns represent the model's 
prediction [21]. Confusion matrix has True positive 
(TP), True negative (TN), False positive (FP) and 
False negative (FN) parameters. TP; the predicted 
value is positive and its positive. FP; the predicted 
value is positive, but it is negative. FN; the predicted 
value is negative, but its positive. TN; the predicted 
value is negative, and its negative. Various model 
performance measures are calculated using the 
confusion matrix's parameters. The most basic 
model performance criteria used for the 
performance evaluation of the model; recall, 
precision, f1 score, and accuracy [22]. The 
performance criteria of this model calculated with 
these parameters obtained from the confusion 
matrix are given below: 

Recall                      = TP / (TP+FN) (1) 

Precision                   = TP / (TP + FP) (2) 

F1- score                   = 
(2 x Recall x Precision)

(Recall + Precision)
 (3) 

Overall 

Accuracy     
=  

Correctly classified values

Total number of values
 (4) 

2.5. Classification Algorithms 

SVM is an algorithm introduced to the literature by 
Vapnik, which performs the classification by 
finding the optimal discriminating hyper-plane 
[23]. Obtaining this hyper-plane makes a 
distinctive and supervised binary classification 
possible. A hyper-plane is obtained with a training 
dataset applied to the algorithm. Here, 
classification is performed by labelling each input 
feature vector as binary. The SVM method chooses 

https://onlineconfusionmatrix.com/#measures
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a special solution that separates the classes with a 
maximum margin [24].  

RF is a classification algorithm introduced by 
Breiman [25]. The algorithm works as a 
combination of multiple decision trees. It is also 
known as one of many bagging-type ensemble 
classifiers. Combining several decision trees 
alleviates the concept between variance and bias, 
reducing the likelihood of overfitting. RF algorithm 
first generates a training set from the feature set. 
This set is applied to each tree and the 
achievements of the trees are revealed. Each leaf 
has a linear model in model trees to optimize the 
local subspace defined by that leaf. The tree variety 
is generated by randomly sampling the training 
data, and changing it for each tree. Then, when 
growing a tree, only a random subset of all 
attributes is considered at each node, calculating 
the best split for that subset instead of always 
calculating the best possible split for each node. 
Thus, simplifying the optimization procedure, 
random trees use this split selection to create a 
reasonably balanced tree where a single global 
setting for the ridge value works across all leaves 
[26].  

MLP is a feed-forward neural network with an 
input layer, one or more hidden layers, and an 
output layer. MLP works in such a way that it takes 
features as input, multiplies those features with the 
initial weights in the hidden layers, and then sends 
the weighted features to an activation function that 
gives the output as a probability distribution. The 
instance with the highest probability is declared as 
a class of the input [27]. 

3. Experimental Results and Discussion 

In this study, the performances of a machine 
learning classification algorithm were compared to 
classify the obesity stages with high performance 
accurately. Classification algorithms are trained 
with the training dataset and validated with the test 
dataset.  

One of the main reasons why SVM is frequently 
used today is its success in modeling complex 
irregular data with appropriate kernel function 
selection. This means that nonlinear relationships 
in a high-dimensional feature space are expressed 
as a linear line [36,37]. MLP is a typical non-
parametric neural network classifier and powerful 
classifiers that can perform better than other 

classifiers [38]. In this method, parameters are set 
with the help of a validation set or cross validation 
techniques [39]. “Complex, high-dimensional data, 
mixed categorical and numerical variables, non-
Gaussian statistical distributions, non-linear 
relationships, etc.” the hardware of the RF classifier 
in the face of problems explains the intense interest 
in the literatüre [40,41,42,43]. Therefore  SVM, RF 
and MLP algorithms used in this article. 

The results of the SVM, RF, and MLP classification 
algorithms were compared according to the model 
performance criteria. The results of the SVM 
algorithm are shown in Table 2 according to the 
model performance criteria. 

Table 2. Performance results of the SVM classification 
algorithm 

Obesit

y 

Stages 

Precisio

n 

Recal

l 

F1-

Scor

e 

TP Overall 

Accurac

y 

1 0.96 0.88 0.92 

189

4 
89.72% 

2 0.70 0.81 0.75 

3 0.81 0.84 0.82 

4 0.85 0.83 0.84 

5 0.96 0.91 0.93 

6 0.99 0.98 0.98 

7 0.99 0.99 0.99 

1: Insufficient Weight, 2: Normal Weight, 3: Overweight Level 1, 
4: Overweight Level 2, 5: Obesity Type 1, 6: Obesity Type 2, 
7: Obesity Type 3 

Precision, recall, f1-score, and overall accuracy 
values were calculated by using the TP, FP, FN and 
TN values in the confusion matrix.  

Table 3.  Performance results of the MLP classification 
algorithm 

Obesit

y 

Stages 

Precisio

n 

Recal

l 

F1-

Scor

e 

TP Overall 

Accurac

y 

1 0.95 0.92 0.94 

199

2 
94.36% 

2 0.88 0.89 0.89 

3 0.87 0.91 0.89 

4 0.94 0.90 0.92 

5 0.98 0.97 0.97 

6 0.98 0.99 0.98 

7 0.99 1.00 1.00 

The performances of classification algorithms are 
tested by using these values, especially accuracy 
and f1-score values. These values should be close to 
1. In the performance analysis results of the SVM 
algorithm, the overall accuracy value is 89.72%. 
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The results of the MLP algorithm are shown in 
Table 3 according to the model performance 
criteria. 

In the performance analysis results of the MLP 
algorithm, the overall accuracy value is 94.36%. It 
can be seen that the precision, f1-score, and recall 
values of the MLP algorithm are close to 1. The fact 
that these criteria are close to 1 indicates that the 
model performs well and does not make a random 
prediction. The results of the RF algorithm are 
shown in Table 4.  

Table 4.  Performance results of the RF classification algorithm 

Obesit

y 

Stages 

Precisio

n 

Recal

l 

F1-

Scor

e 

TP Overall 

Accurac

y 

1 0.94 0.99 0.97 

202

2 
95.78% 

2 0.96 0.84 0.90 

3 0.90 0.96 0.93 

4 0.94 0.95 0.95 

5 0.97 0.98 0.97 

6 0.99 0.99 0.99 

7 1.00 1.00 1.00 

The performances of the SVM, RF, and MLP 
classification algorithms were compared. It has 
been determined that the highest performance 
among the algorithms whose performances are 
compared belongs to the RF Algorithm (95.78%). 
Precision, recall and f1 score values are over 95% 
in almost all labels. These results prove that the 
model's performance is quite high and the 
proposed model does not produce a random result. 
Performance evaluation metrics of machine 
learning classifiers are given in Figure 2. 

Compared classifiers are ranked as RF, MLP and 
SVM, respectively, according to their performance. 
The RF algorithm performs best when the mean of 
precision, f1 score, recall, and overall accuracy 
values are examined. 

The performance analysis results of the RF 
algorithm were found to be 95.7% precision, 
95.85% recall, 95.85% f1-score, and 95.78% 
overall accuracy. The performance analysis results 
of the MLP algorithm were found to be 94.14% 
precision, 94% recall, 94.14% f1-score, and 94.36% 
overall accuracy. The performance analysis results 
of the SVM algorithm were found to be 89.42% 

precision, 89.14% recall, 89% f1-score, and 89.72% 
overall accuracy. Comparative analysis, the results 
of this study and the relevant literature for the 
diagnosis of obesity are presented in Table 5. 

 

Figure 2. Performance results of classification algorithms 

In recent studies, the use of machine learning 
algorithms for disease prediction is increasing 
therefore, we have explored some of the recent 
works for the prediction of obesity’s disease. 
Kivrak’s study [28], the data set on the open-source 
access website was used for the prediction of 
obesity stages and consists of patient records of 17 
variables created by the machine learning 
repository. Kivrak applied CNN algorithms and 
accuracy value of this algorithm 82%. The dataset 
used by Singh & Tawfik [29] is young adults (14 
years old and older). They used Lineer SVM, 
quadratic SVM, MLPFFA, NN algorithms, and 
MLPFFA algorithm the highest prediction accuracy 
with 93.4%. Daud et al. [30] used a Malaysian 
grocery dataset containing demographic and 
anthropometric data (8273 records). The accuracy 
value of the J48 algorithm was 89.41%. 
Researchers constructed their studies using the 
same dataset which 17 attributes and 2111 
records. For example, Alqahtani et al. [31] used RF, 
MLP algorithms and MLP algorithm the highest 
prediction accuracy with 95.06%. Huang [32] used 
RF, LR, SVM. RF algorithm is best and highest 
prediction accuracy with 95.6%.  Cui et al. [33] used 
LR, SVM, k nearest neighbor, ID3, CART, RF, 
XGBoost, GBDT, LightGBM, and Aggregate 
Prediction algorithms. 

 

 

 



Sukru Kitis , Hanife Goker / Anbar Journal of Engineering Science, 14,1, (2023) 80 ~ 88                                                                             85                                   

 

 

AJES   P-ISSN: 1997-9428  ; E-ISSN: 2705-7440                                                                                                  https://ajes.uoanbar.edu.iq/  

Table 5. A comparative analysis with relevant literature studies 

CNN: Convolutional neural network, MLPFFANN: Multilayer perceptron feed forward artificial neural network, LR: Logistic regression, 
KNN: k-Nearest Neighbor, CART: Classification and regression tree, XGBoost: Extreme gradient boosting, GBDT: Gradient-boosted decision 
trees. 
 

4. Conclusion 

In this study, the obesity disease dataset was used 
which is accessible as open source. The model 
learns to use the training dataset and the 
performance of the model is validated with the 
testing dataset. The 10-fold cross-validation 
method was used to validate the model. In this 
method, the first group is used for testing and the 
other groups are used for learning. In this study, the 
performances of a machine learning classification 
algorithm were compared to classify the obesity 
stages with high performance accurately. 
Classification algorithms are trained with the 
training dataset and validated with the test dataset. 
The performances of the SVM, RF, and MLP 
classification algorithms were compared. It has 
been determined that the highest performance 

among the algorithms whose performances are 
compared belongs to the RF Algorithm (95.78%). 
Precision, recall and f1 score values are over 95% 
in almost all labels. These results prove that the 
model's performance is quite high, and the 
proposed model does not produce a random result. 
Comparative analysis, the results of this study, and 
the relevant literature for the diagnosis of obesity 
are presented in Table 5; the proposed model has 
the highest score. 
 
This study, used BMI for detection of obesity stages. 
Future research can use WHR (Waist Hip Ratio) and 
RFM (Relative Fat Mass index). Additionally, this 
proposed model can use the detection of 
cholesterol value. 

 

Research Algorithms Dataset Best 

Classifier 

Accurac

y 

Kivrak (2021) [28] CNN 
2111 records and 17 

attributes 

CNN 82% 

Singh & Tawfik 

(2019) [29]. 
Lineer SVM, quadratic SVM, MLPFFANN 

Young adult (14 years old 

and older) 

MLPFFAN

N 

93.40% 

Daud et al. (2018) 

[30]. 
J48 decision tree 

Malaysian grocery data, 

demographic data and 

anthropometric data (8273 

records) 

J48 89.41% 

Qahtani et al. 

(2021) [31]. 

RF, MLP 2111 records and 17 

attributes 

MLP 95.06% 

Huang (2022) [32]. RF, Logistic Regression (LR), SVM 
2111 records and 17 

attributes 

RF 95.60% 

Cui et al. (2021) 

[33]. 

LR, SVM, KNN, ID3 decision tree, CART, 

RF, XGBoost, GBDT, LightGBM, 

Aggregate Prediction 

2111 records and 17 

attributes 

 

Aggregate 

Prediction 

86.29% 

Jindal et al. (2018) 

[34]. 
RF 

2111 records and 17 

attributes 
RF 

89.68% 

Lopes et al. (2021) 

[35]. 
SVM linear, RF 

2111 records and 17 

attributes 

RF 95.20% 

The proposed 

model 
SVM, RF, MLP 

2111 records and 17 

attributes 

RF 95.78% 
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