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Abstract—Alzheimer’s disease (AD) is caused by multiple variables. 

Alzheimer's disease development and progression are influenced by genetic 

variants. The molecular pathways causing Alzheimer's disease are still poorly 

understood. In Alzheimer's disease research, determining an effective and 

reliable diagnosis remains a major difficulty, particularly in the early stages 

(i.e., Moderate Cognitive Impairment (MCI)). Researchers and technologists 

working in the fields of machine learning and data mining can help improve the 

situation, early AD diagnosis but face a hurdle when it comes to high-

dimensional data processing. By reducing irrelevant and redundant data from 

microarray gene expression data, the technique of feature selection can save 

computing time, improve learning accuracy, and encourage a deeper effect on 

the learning system or data. The feature selection strategy described in this 

article reduces data noise well. In particular, Pearson's correlation coefficient 

is used to assess data redundancy. The efficacy of these features is assessed 

using the Support Vector Machine (SVM) classification approach. The proposed 

approach has an accuracy of up to 91.1 %. As a result, newly established 

approaches for early diagnosis of Alzheimer's disease(AD) are being improved. 

 

Index Terms— Alzheimer’s Disease, Support vector machine, machine learning, feature 
selection, Pearson’s correlation coefficient. 

I. INTRODUCTION 

The most frequent type of dementia in the elderly is Alzheimer's disease, 

characterized by a decrease in the number of neurons and their connections throughout time 

[1]. According to reports, In the next 20 years, the number of people with Alzheimer's 

disease will triple, with 1 in 85 individuals affected by 2050[2]. Because Alzheimer's 

disease is slow-progressing dementia with first pathology transformation decades before 

memory loss emerges, it is difficult to predict when it will strike, a precise and timely 

diagnosis of the disease, particularly in its early stages, is critical for timely therapies. The 

molecular architecture of Alzheimer's disease, like that of most diseases, is displayed at 

various levels, transcriptional in genomics, posttranscriptional, as well as epigenetic 

changes [3]. Currently, Alzheimer's disease is diagnosed through clinical screening, such as 

imaging techniques or cerebrospinal fluid examination [4]. Early-stage dementia typically 

leads to erroneous diagnosis and, as a result, delays in receiving appropriate therapies. As a 

result, the development of useful and efficient biomarkers capable of establishing accurate 

correspondences and correlations with clinical symptoms has become a top priority [5][6]. 

  Gene selection is a technique for determining the best set of genes (features) that 

influence label classification the most [7][8]. When working with large datasets, it's 
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important to remember that the more dimensions the better, where a dimension exceeds the 

number of samples, gene selection is very crucial [9][10]. In general, a large number of 

dimensions can reduce categorization accuracy. Even though it does not affect accuracy, it 

may hurt performance [11][12]. 

 Machine learning is rapidly evolving, and the amount of data collected via the internet 

is increasing, traditional data analysis approaches are becoming increasingly challenging to 

adapt to today's big data concerns, prompting the creation of numerous data preparation 

techniques[13][14]. It is the process of picking a subset of features (variables, 

characteristics) from a huge dataset with thousands or tens of thousands of features that 

satisfy the analytic goal. Analysts may make use of many benefits, improved predictive 

model performance, as well as increased efficiency data processing, are just a few of the 

benefits[15][16]. 

Feature selection has the following advantages: 

     (a) decreases the dataset's dimension, lowering the cost of computer resources. 

     (b) Reduces data noise, which enhances classification model performance. 

     (c) making it easier to visualize and comprehend data. 

    The basic goal of generic feature selection is to identify a group of related qualities that 

are associated with certain events or phenomena. 

       In this research, New redundancy and relevance metrics are available. The Pearson 

correlation coefficient (PCC) is used as a measure of redundancy and relevance[17]. It's a 

metric for analyzing global feature correlations, according to the description. The following 

is a summary of this paper's contributions: 

 Seeing if our definition of PCC as an optimization algorithm is correct, PCC and other 

feature subset evaluation methodologies were subjected to a correlation coefficient 

investigation.   

 The PCC is a novel metric that measures the entire relevance and redundancy of a 

feature subset. After that, the characteristics of PCC are discussed. 

 The PCC of feature subsets is calculated using the correlation among two features as the 

calculating. 

 We examine which sets of data are covered by the method. 

 The rest of this work is organized in the following manner: Section II discusses the 

relevant work, which is mostly concerned with comparative approaches. The approaches for 

selecting features are described in Section III. Theoretical foundations of our materials and 

methods are described in sections IV and V. The research methodology and discussion and 

result are  summarized in Sections VI,VII  and VIII and other future research aims are 

outlined. 

II. RELATED WORK 

In the literature, several approaches to Alzheimer's Disease (AD) are employed in 

numerous pieces of work. This section will include illustrations of the most recent research 

done in the field.        

In 2011, B. Booij et al. [18], a disease classifier algorithm was developed using a 

Jackknife gene selection(GS) technique and (PLSR), which provides a test score indicating 

whether Alzheimer's disease (AD) is present or not (negative). An independent test group of 

63 people, including 31 (AD) patients, 25 (HC) of the same age, and 7 young controls, 

validated the algorithm, which relies on 1239 probes. This technique accurately predicted 

55/63. (AUC 87 %).  

https://doi.org/10.33103/uot.ijccce.22.4.2
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  In 2012, L. Schubert, et al. [19].  selection of features utilizing three different 

methods: (IG), (RF) accuracy, (GA) and Support Vector Machine (SVM) wrapper. When 

evaluating their output, we contrast it with GA/SVM outcomes (accuracy 85 percent). For 

the reason of the lesser sample sizes in addition to the unstable nature of this algorithm 

being presented. 

          In 2013,k, Lunnon, et al. [20] ,T-tests utilizing Meng scores and backward are two 

approaches for testing hypotheses that have been presented. we acquired a 75% accuracy 

rate in the validation group using AD and a control device. Sample sizes are restricted since 

they are small. 

        In 2014, P, Johnson, et al. [21]. This  paper used Genetic algorithms (GA), as in the 

prediction of the onset of AD. An Accuracy of 0.90 for predicting HC and 0.86 for MCI 

conversion at (36) months has been cross-validated. The constraints of the paper are as 

follows, the model developed is difficult to decipher, and the available data is less prone to 

overfitting. 

     In 2015, F, Sherif, et al. [3], the efficiency of the Bayesian network (BN) in determining 

the causes of SNPs has been demonstrated with a respectable level of precision. A result or 

included with  indicated for the advantage of an SNP group found using during this Markov 

techniques, does have a strong connection to AD and outperforms both the Nave Bayes 

(NB), the nave tree fed Bayes(NTB). This idea of building medicinal techniques for drug 

discovery is still completed. The accuracy and sensitivity of the minimal enhanced Markov 

blanket are 66.13 percent and 88.87 percent, respectively, compared to 61.58 percent and 

59.43 percent in naive Bayes. 

       In 2015 ,S, Sood, et al. [22]. To predict HC conversion to MCI/AD, we used Bayesian 

statistics (ULSAM Ageing) and KNN with an AUC of 0.73%. In most cases, the microarray 

data are three-dimensional or more. sample sizes and variables that are not important to the 

study are covered in large numbers. Generate a lot of noise. As a result, finding out about 

the data sets and looking for correlations between qualities might be challenging. 

         In 2015,S, Paylakhi, et al. [23]. The (GA) and (SVM) have been employed to build a 

gene selection strategy in this study. To begin, Using Fisher criteria, High dimensional 

microarray data could have noise and redundant genes eliminated. A (GA-SVM) then used 

to choose distinct subsets of maximally informative genes using different training sets. The   

Fisher Score and (GA)(SVM) approaches that combined for a profit of a filtering technique 

and combined way. The suggested technique was evaluated using (AD) DNA microarray 

data. The result shows the suggested technique has a strong performance in classification 

and selection, which may provide a classification accuracy of 100 percent with only 15 

genes. restrictions due to the detail that gene expression (GE) data can be erroneous or else 

missing. 

           In 2016 , S,Zahra Paylakhi, et al. [24]. These methods combine the fisher Score, 

significant analysis of microarrays, and a (GA)- (SVM). A Fisher technique is employed to 

removing redundant and noisy genes from microarray data. Genetic algorithm - (SVM) 

selects subsets of highly informative genes using different training sets and the SAM 

approach is used. Microarray data from AD patients were used to test the proposed 

technique. The result appears that the suggested method implements fit in selection with 

classification, It has a classification accuracy of 94.55% utilizing just 44 genetic 

parameters. Biologically speaking, at least 24 (55%) of these genes are related to dementia, 

namely Alzheimer's disease. Small sample sizes and low precision limit the ability to 

combine datasets from various sources in order to improve precision. 

          In  2016,N, Voyle, et al. [25]. Methods: for predicted used random forest (RF) and 

removal of the recursion feature. All analyses included age and APOE 4 genotype as 

variables. 70 percent of the time. We discovered that a lack of homogeneity among the 

control group may have resulted in lower prediction accuracy. 

https://doi.org/10.33103/uot.ijccce.22.4.2
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          In 2016,M, Barati, et al. [26]. Methods include (SVM), information, deviation, Gini 

coefficient , and the gain ratio. A minimum of two algorithm weights greater than 0.5 are 

considered important for the sequences studied. A neural network approach (such as auto 

multilayer perceptron, neural net, and perceptron) was then applied to 11 sets of data using 

the weighted perceptron technique, with an overall performance of 97 percent. It does, 

however, introduce some issues since even if features have been selected, they do not 

provide the same level of confidence as a stepwise selection process that goes in both 

directions. 

      In 2017, M, Balamurugan, et al. [27]. The proposed KNN Classifying Algorithm 

according to dimensionality reduction for diagnosing and classification Alzheimer's 

disease(AD), (MCI) in datasets. The (RDD-UDS) is a dataset provided by the (NACC) 

enabling researchers to analyze the clinical and statistical datasets. The drawbacks of the 

KNN method are based on the feature from data; with huge data, the prediction step may be 

slow and sensitive to the data's size and irrelevant aspects. 

          In 2017,K, Nishiwaki, et al. [7]. machine learning technology of random forest to 

develop a gene selection method. A study with an accuracy of 0.83 percent employed this 

method on (AD) microarray data to appropriately score the gene. The main weakness of all 

datasets used are microarrays, hence their RNA-seq application is more accurate and less 

noisy. 

     In 2017,H, Li, et al. [28]. proposed a method. The Ref-REO assay is used to identify 

variations in leukocyte-specific expression in blood samples containing both white and red 

blood cells. We found 42 and 45 DEGs in two datasets using Ref-REO in this work, which 

compared Alzheimer's disease (AD) blood samples to normal peripheral whole blood 

(PWB), with an AUC greater than 0.73 for predicting AD .It's quite tough to choose an 

appropriate feature combination from little DNA microarray data that's high dimensional. 

     In 2018, L, Xu, et al. [29].  Alzheimer's disease should be detected at an early stage, 

scientists have developed a computational method analysis of protein sequence data. The 

number of times two amino acids appear in a row is used in their improved technique to 

represent sequences, and the SVM classifies the data after that. Magnetic resonance 

imaging-based research has been done in the past, but this new approach is more expensive 

and time demanding. Experiments have shown that the approach they designed has an 

accuracy of 85,7 percent. Additionally, the dataset used to classify AD their efforts resulted 

in the creation of. The main weakness in their system is that they don't look at how qualities 

interact with one another to improve the predictions method. 

         In 2018,X, Li, et al. [30]. In this paper, the first big systematic analysis was done to 

discover (DEGs) had samples of blood with (245) Alzheimer's disease, 143 (MCI), and 182 

(HC). A genome-wide association analysis was conducted to identify novel risk genes 

based on gene-based analyses of two different datasets of Alzheimer's disease blood 

samples. There was a new test that could tell Alzheimer's disease patients of healthy 

controls with a precision of 85.7 %. Limitation a small number of features 

 

   In 2019, K, Sekaran, et al. [31]. In this work, the gene expression profiles of 

Alzheimer's disease (AD) and healthy individuals are compared using numerical methods 

and (ML) techniques. Identification of differential gene expression) contributes 

significantly to the identification of the most useful genes. Rhinoceros Search Technique, 

an algorithm based on a meta-heuristic globally optimization meta-heuristic (RSA). In the 

wake of RSA, researchers have discovered 24 new gene biomarkers. Four supervised ML 

techniques including Support Vector Machines, Random Forest, Nave Bayes ,and (MLP-

NN) are used  to classify two separate groups of samples. One of these models, the RSA-

MLP-NN, was 100 percent accurate in distinguishing between Alzheimer's disease (AD) 
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and normal genes, demonstrating its usefulness. The study's weakness is that the training set 

is possible to contain a large amount of noise, which could have an impact on model 

performance. 

  In 2020,T, Lee, et al. [32]. For the aim of this research. Five (5) feature selection 

approaches and five classifications have been used to identify genes related to Alzheimer's 

disease and to differentiate those patients. The best average AUC values for ADNI, ANMI, 

and ANM2 were 0.657, 0.874, and 0.804. For external validation, the greatest accuracy was 

0.697 (for training ADNI to test ANM1) value 0.76 (for ADNI-ANM2) value 0.61 (for 

ANM1-ADNI) value 0.79 (for ADNI-ADN2), and 0.655 (for ANM2-ADNI), with an 

overall AUC of 0.859. (ANM2-ANM1). Due to sample size limits and low accuracy, a 

combination of feature selection approaches and local search methods was used to improve 

accuracy. 

  In 2020 , K,Muhammed Niyas, et al. [33]. suggest the efficient combination  of 

greedy searching and Fisher Score (FS) the selection for Alzheimer's diagnosis features. To 

classify Normal Controls, MCI the suggested technique achieves a 90% and 91% Balanced 

Classification Accuracy and then the Curve values 0.97/ 0.98 utilizing SVM, K-Nearest 

Neighbor, etc. The suggested technique provides greater sensitivity and specificity (84 

percent and 82.5 percent, respectively). According to the results, the proposed strategy for 

early Alzheimer's disease detection via effective feature selection is intriguing and may 

even be superior to present methods in some instances. Determining the criterion for the 

optimal combination of attributes based on ranking. 

       In 2020, H,Ahmed, et al. [4] . The focus of this research is on the use of ML 

approaches to identify AD biomarkers. Random Forest (RF), Naive Bayes (NB), (LR) , and 

Support Vector Machine algorithms were used to every Alzheimer’s disease genetic 

information from ADNI-1 imaging project datasets. Naive Bayes (NB), Random Forest 

(RF), Support Vector Machine(SVM), and Logistic Regression methods got 98.1 percent, 

97.97 percent, 95.88 percent, and 83 percent overall accuracy in ADNI-1's whole-genome 

approach. The findings suggest that classification algorithms are effective in detecting 

Alzheimer's disease early. limitation this takes a lot of time to locate the best features for  a 

given budget range. 

         In 2020,R, Saputra, et al. [34]. The Particle Swarm Optimization (PSO) technique is 

used Use the Alzheimer OASIS 2 dataset of kaggle.com to test several decision tree 

algorithms with  the feature or characteristic selection. The result for studies utilizing 10-

fold CV, via evaluating a decision tree approach to conducting ([70] Sekaran)the attribute 

and feature values, show that the  random forest(RF) method has the maximum degree of 

accuracy, with a value of 91.15 percent. The PSO method is used for feature selection, and 

the testing is frequent several times using the (DT) algorithm, the Particle Swarm 

optimization based RF method has a kappa rate of 0.884 and a precision value of 93.56 

percent. The challenges of limited sample numbers and low accuracy are the constraints of 

this paper. To boost accuracy, a combination of different feature selection approaches and 

local search methods is used. 

 

In 2020,C, Park, et al. [35]. The paper suggested the deep learning approach this uses 

(DNA) methylation data and large-scale gene expression (GE) to predict AD Modeling 

Alzheimer's disease using a multi-omics dataset is difficult since it requires integrating 

multiple omics data and dealing with large quantities of small-sample data. We came up 

with an innovative, yet simple, strategy to minimize the number of features in the multi-

omics dataset based on differentially expressed genes and differentially methylated 
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positions to address this issue. (AUC = 0.797, 0.756, 0.773, and 0.775, respectively). a list 

of the paper's limitations Highest computing speed possible. 

        In 2021, N, Le, et al. [36]. IN this work, our machine learning model was trained to 

utilize 35 expression characteristics using gene expression microarray data. The 35 – 

feature model outperformed classifiers by an average (AUC  98.3percent). The paper's 

limitations are due to the approach adopted, which is insufficient for predicting survival 

outcomes and even results in a prognosis that is polar opposite from the actual event. 

III. TECHNIQUES FOR FEATURE SELECTION 

         In this section, we looked at different ways of selecting features . Depending on 

the method used to locate the necessary features, Filtering strategies and wrapping 

approaches are typically used to separate this feature selection[37][38]. Filtering 

approaches evaluate the significance of characteristics by analyzing just the data's intrinsic 

attributes [39][40]. 

     Most of the time, the relevance scores between each feature and the class vector are 

calculated, as well as the highest-scoring features are selected. Filtering techniques are 

basic, quick, and simple to comprehend[41][42]. They do not, however, take into account 

redundancy or the interaction of characteristics; instead, they believe these features are 

unrelated. To capture feature interactions, wrapper approaches incorporate a classification 

model into the evaluation of feature subsets. Because the number of features increases 

exponentially, the space of feature subsets expands exponentially, to direct the search 

toward an optimal subset, heuristic search methods such as forward search and backward 

elimination are used [43][44]. There are three different ways to select features: 

unsupervised, supervised, and semi-supervised [45][46]. When evaluating the significance 

of features without labels, unsupervised feature selection algorithms may use data variance 

or data distribution, supervised feature selection methods, on the other hand, examine the 

importance of features by evaluating their correlation with the classification 

method[47][48]. To improve unsupervised feature selection, methods for selecting features 

that are semi-supervised add more information, employ a small amount of labeled data 

[20][49]. Methods for selecting features can be based on statistics[50], information theory 

[51], manifold [52], and rough set[53], and can be classified according to various criteria, 

according to the theoretical concept. 

          There are three types of feature selection algorithms: supervised, unsupervised, 

or semi-supervised based on the type of data utilized for training (labeled, unlabeled, or 

partially labeled). A unified architecture for supervised, unsupervised, and semi-supervised 

feature selection is shown in Fig. 1. 
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FIG. 1.A FRAMEWORK FOR SELECTION FEATURES.  

Filter, wrapper, and embedding models are the three types of feature selection 

approaches based on their relationship to learning methods. Feature selection techniques 

can be constructed using correlation, Euclidean distance, consistency, dependence, and 

information measures, depending on the assessment criterion. Feature selection methods are 

classified as forwarding increase, backward deletion, random, or hybrid models, depending 

on the search process. There are two types of output from feature selection methods: feature 

rank (weighting) and subset selection models. 

     The filter model only considers the link between a feature and the class label. The 

wrapper model has a lower computational cost. The filter model's assessment criterion is 

crucial. Meanwhile, during the learning model's training process, the embedded model [54] 

selects a feature, the feature selection result is automatically outputted once the training 

procedure is completed [55], as shown in Fig. 2. 

Following advantages of feature selection have been made available to you: 

 It decreases the feature space's dimensionality, hence reducing storage requirements    and speeding 

up algorithms. 

 Data that is redundant, irrelevant, or obtrusive is discarded using this method. 

 Speeding up the learning algorithms' execution time has direct effects on data analysis activities. 

 Enhancing the accuracy of the data. 

 Increasing the resulting model's accuracy. 

 Reduction of the feature set in order to conserve resources for the next round of data gathering or 

during usage. 

 Enhancement of capabilities in order to increase prediction accuracy. 

 Understanding data to learn more about the process that generated it or simply to see how it looks. 
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FIG. 2. DIMENSIONALITY REDUCTION APPROACHES: A HIERARCHICAL STRUCTURE. 

IV. DATA COLLECTION  

The NCBI-GEO database provided the microarray gene expression high-throughput 

datasets in AD [20]. The results of two different studies mononuclear cells from the 

peripheral blood taken from healthy people aged controls GSE132903 and GSE33000, 

respectively, were deposited in the NCBI-GEO database and analyzed utilizing human 

MGC cDNA microarrays in AD and non-AD patients, respectively[56]. GSE132903 

comprised samples from a total of 195 people, including 97 controls and 98 AD 

patients[57] , who looked for novel biomarkers using DNA and blood protein 

investigations. 624 blood samples were examined by GSE33000 (314 from controls, 310 

from AD patients). Who used the NCBI-GEO2R web tool to find DEGs in AD patients 

compared to age-matched controls. In our work, the gene expression dataset was first 

normalized using the log2 transformation . Datasets were then analyzed with NCBI's 

GEO2R program, with Limma for hypothesis testing and the Benjamini & Hochberg 

correction for false discovery rate control. A cut-off threshold for detecting significant 

DEGs was a p-value of less than.01. To detect shared DEGs from the two datasets, a Venn 

analysis was done using the free application Jvenn [58]. 

 

V. PROPOSED METHODS 

      The proposed framework consists of data pre-processing, feature reduction and 

classification. 

A. Data Pre-processing 

       We use GSE13290 and GSE33000[10] blood dataset and map the probe set IDs to gene 

official symbols according to the GPL570 annotation table. The dataset contains 161 samples out 

of which 87 are diagnosed with Alzheimer’s disease and 74 samples are from the healthy control 

group. Totally, there are 24,438 unique gene symbols. We split the analysis of the dataset into two 

parts. They are:  

https://doi.org/10.33103/uot.ijccce.22.4.2
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Feature generation 

• Analyzing the performance of classification algorithms 

B. Feature Selection 

   Pearson's Correlation Coefficient (PCC), a heuristic filter approach, is suggested in this 

study. The presented methods aim to enhance accuracy outcomes across binary medical 

datasets by selecting the smallest feature subset possible[59]. Furthermore, because both 

proposed methods use a filter approach, the feature subset would be chosen based on a 

satisfactory run time. Both strategies rely on natural data specifications inside two-class 

datasets. The framework for early Alzheimer's disease prediction as shown in Fig. 3. 
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FIG. 3. A SIMPLE ILLUSTRATION OF MACHINE LEARNING AND CLASSIFICATION STEPS CAN BE USED TO DIAGNOSE 

ALZHEIMER’S DISEASE. 

-Pearson’s Correlation Coefficient (PCC)  

PCC calculates the correlation between the weights of the specified subgroups of the 

attributes [60]. The result of PCC is in the range [1, 1]. 1 denotes the complete correlation 

between weight vectors, while 1 denotes anti-correlation between weight vectors. There is 

no correlation between the weight vectors when the value is 0. When the weight approaches 

zero to have a wider number of characteristics, it suggests that the system is more stable. 

The symmetric stability measure is known as PCC. 
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PCC(Wi ,Wj) =     

∑(𝑤it−µWi)(𝑊jt−µWj)

√∑(𝑊it−µWi)(𝑊jt−µWj)
                                   (1) 

 

𝑤ℎ𝑒𝑟𝑒 𝑊 = Mean of the feature set f        
 

         To get ranks, various feature selection techniques were applied to a dataset[61], 

subsets of features, and weights. Because it uses actual feature coefficients, stability based 

on feature rankings (SR). Sw provides the highest level of steadiness. The value of stability 

using subsets (SS) does not correlate with the two other measures. The higher the number 

of occurrences of the feature subsets chosen, the better, the more likely there are to be 

featured in common. As a result, the stability value will rise. 

 Offer a unique stability estimator that meets all of the desired features of a stability 

measure[62]. The following is the formula for this innovative stability metric: 

 

Ф(z)=1-

1

𝑚
 ∑𝑚 fi

𝑘𝑙𝑚(1−𝑘𝑙𝑚)
 

    f2=
N

N−1
Pf(1-Pf)                                                                      (2) 

 

k=Average number of feature select over the N feature set in z.   

f2=sample variance of zf.                                                                                           

C.  Classification Method 

To now, data mining technologies have been utilized to assess the early identification 

of Alzheimer's disease. In this study, approaches based on SVM were found to be one of the 

most extensively utilized ways for detecting early Alzheimer's disease[63].A Support 

Vector Machines (SVM): Its major goal is to make the data easier to understand for the 

user. SVM is used to appropriately separate the data of the two classes[64].SVM proved to 

be the most accurate of the ML models tested. 

SVM is a directed study model that classifies by separating the objects using a 

hyperplane. It can be used for both classification and regression. The hyperplanes are drawn 

with the help of the margins. The main goal is to maximize the distance between the 

hyperplane and the margin.  

The margins are drawn with the help of support vectors that are belonging to the 

objects. The main advantage of SVM is that it can distinguish linear and non-linear objects. 

Fig. 1 shows the steps in predicting Alzheimer disease using machine learning algorithms.  

classifier = svm (formula=age, visit, MMSE, EDUC .,data = train, type = 'C-

classification', kernel = 'linear')  

The required packages for the  SVM classifier in R are caret and e1071 packages. The 

formula consists of the fields that are considered for prediction. The basic type c-

classification and the linear kernel are chosen. They both mostly depend on the data 

used[65].  

The psychological parameters are given as the input for the classifier. When the 

classifier is trained and given for testing, it predicts the output with an accuracy of 91.1%. 
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VI. RESULTS  

We used univariate selection which is a statistical test that could be used to select those features 

that have the strongest relationship with the output variable (AD or non AD), to reduce thousands of 

differential genes upto small subsets as it works better with larger datasets. We selected 200 features 

with the highest scores for further analysis. 

VII. DISCUSSION 

The diagnosis of Alzheimer's disease(AD) is now based on neuropsychological testing 

and neuroimaging, but finding reliable and precise biomarkers for diagnosis and prognosis 

remains a difficulty . We explored gene expression patterns seen in peripheral blood using a 

systems biology approach in this study cells of Alzheimer's patients and discovered many of 

promising candidates molecular targets that could be used as biomarkers for the disease. As 

a result, our findings may shed light on the path to Alzheimer's disease.  

        Microarray data is widely used in biomedical research and has emerged as a 

valuable tool for discovering potential biomarker candidates . DEGs are frequently 

identified using microarray gene expression profiling in a variety of illnesses, including 

Alzheimer's disease . In two transcriptomic datasets, analysis of gene expression patterns in 

the blood of Alzheimer's patients revealed significant changes in gene expression profiles. 

Over-representation analysis in the ribosome and complement systems showed AD and 

neurodegeneration-related molecular pathways. The many kinds of feature selection 

approaches and feature selection strategies were summarized. Because they both employ 

their learning process for feature selection, features selected by wrapper-based and 

embedding techniques may do not work well with other classifiers. Filter-based techniques 

have less computational complexity than embedded and wrapper-based techniques. 

Wrapper-based approaches have a considerable risk of overfitting due to their complexity. 

Due to their resistance to overfitting, filter-based approaches produce more stable sets of 

selected features. Because the curse of dimensionality makes stable feature selection 

difficult, advancement in the related discipline will lead to more stable feature selection 

algorithms. There are various strategies for measuring stability based on index and rank, but 

only a few techniques for measuring stability based on weights exist. Only Pearson's 

correlation coefficient, among the numerous stability measures, computes the stability by 

taking the feature's weight into account. Because the high-dimensional dataset contains 

highly associated features, group feature selection was performed. A suggested algorithm's 

used SVM experimental findings show that it has the highest accuracy (an average of 

91.1%) when compared to similar approaches. In addition, each dataset has an average of 

7.12 unique features, resulting in excellent efficiency and the achievement of a subset of 

compressed features.In terms of classification methods, it can be seen that SVM was the 

most widely used method for both AD and MCI categorization. 

VIII. CONCLUSIONS 

The importance of feature correlation in feature selection should not be underestimated. 

The differential Pearson's Correlation Coefficient information entropy was used to suggest a 

new feature selection approach, also produced was an algorithm framework based on 

differential correlation information entropy, to increase classification performance by taking 

full use of the highest possible correlation between features. There are drawbacks to several 

feature selection strategies, and the suggested solution addresses them. As a result, the 
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suggested method correctly recognizes feature relationships and eliminates redundant and 

irrelevant features of the selected feature set. The methods were applied to the feature 

subsets and then their performances were compared to reveal which approach is better for 

early AD detection. This research found that using the SVM method with a feature set 

generated via a heterogeneous approach yielded the best classification accuracy. 

Our future study will focus on the application of heterogeneous methodologies to 

increase classification accuracy by combining diverse data mining methods. 
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