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 The most important aspect of human communication is speech. Lengthy media such as speech 

takes a long time to read and understand. This difficulty is solved by providing a reduced 

summary with semantics. Speech summarization can either convert speech to text using 

automated speech recognition (ASR) and then build the summary, or it can process the speech 

signal directly and generate the summary. This survey will look at a various of recent studies 

that have used machine and deep learning algorithms to summarize speech. it discusses the 

speech summarizing literatures in terms of time restrictions, research methodology, and lack of 

interest in particular databases for literature searches. As newer deep learning approaches were 

not included in earlier surveys, this is a new survey in this discipline where different approaches 

with various datasets were explored for speech summarization and evaluated using subjective or 

objective methods.  
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1. INTRODUCTION  
Humans use speech as the most natural and effective means 

of communication. In today's information technology era, 

spoken natural communication is of critical importance. The 

majority of IT researchers are working on developing highly 

effective spoken language understanding (SLU) systems 

using machine learning and artificial intelligence 

approaches applied to speech processing technology and 

natural language processing algorithms. Speech 

summarization is a hot issue in the SLU domain right now. 

Speech summarizing aids in the extraction of relevant 

information from a variety of spoken material sources, 

including meetings, broadcast news, talk shows, lectures, 

voice mails, and YouTube videos. Speech summarizing is 

an important method for dealing with the large quantity of 

data available in low-information-density audio recordings. 

By pointing to a short summary that will be listened to by 

an analyst at the end, speech summarizing is also 

particularly beneficial for commercial  

 

 

 

 

 

 

marketing analysts and government intelligence [1]. 

Abstractive and extractive summarization are the two 

categories into which text summarization is typically 

divided. For parsing, word reduction text summary 

generation, and abstractive summarization natural 

language processing (NLP) techniques are applied [2]. 

When compared to abstractive summarization, 

extractive summarization is stated to be flexible and 

time-efficient. In extractive summarization, the phrase 

is taken into account in matrix form, and the key 

sentences are then identified using some 

feature vectors. A feature vector is referred to as an n-

dimensional vector with numerical features that 

represent the object. A text summary is produced by 

speech summarizing using inputted speech data. In 

order to build a concise representation of the content, it 

must process extensive speech data (a series of 
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utterances) and extract crucial information. 

Additionally, speech involves fillers, disfluencies, 

redundancies (such as using the same sentences 

2. MOTIVATION FOR SPEECH 

SUMMARIZATION 

 Speech summarizing has sparked a lot of interest in 

research due to the growing number of audio recordings 

because people are generally quite busy and locating 

adequate and appropriate knowledge base information has 

become extremely challenging [5]. Regarding broadcast 

news people find it difficult to identify news from vast news 

broadcast archives, and as a result, television program space 

is wasted. They may be preoccupied with other vital tasks 

and miss the news program that is carried out every day at a 

fixed time and they are rarely watch the entire news 

presentation; instead, they are interested in watching a 

specific news piece [6]. 

3. AUDIO SIGNAL PROCESSING USING 

DEEP LEARNING 

To extract audio features, audio machine learning systems 

previously relied on classic digital signal processing 

techniques. However, since deep learning has become more 

widely used in recent years, it has had amazing success in 

handling audio. Traditional audio processing approaches are 

no longer required, and we can rely on standard data 

preparation rather than a lot of manual and customized 

feature development. Using deep learning, we don't work 

with audio data in its raw form. Instead, audio data are 

transformed to images and then process those images using 

deep learning methods such as conventional neural 

network(CNN) architecture. This is done by generating 

spectrograms from the audio signal [6]. 

4. CONTRIBUTION 

 Previous surveys till 2018 focused on researches, some of 

them include traditional methods for summarization and 

others, not includes recent methods for deep learning. So in 

this survey we explore the most techniques of deep learning 

were used recently. It also presents a speech summarization 

categorization based on a new different criterion. To the 

best of our knowledge this is the first survey that includes 

recent work on speech summarization using machine 

learning (beyond 2016) as well as recent studies for deep 

learning. It focuses on speech summarization models, 

Source of input corpus, number of stages in summarization 

process and evaluation metrics. 

5. CATEGORIZATION OF SPEECH 

SUMMARIZATION PROCESS 

This survey comprises fundamental studies based on speech 

summarizing processes. Speech summarization process can 

be classified based on a set of criterions as describes below. 

5.1 Speech Summarization Models 

A. Conventional Summarization Models 

       Techniques for converting speech audio files to text 

files, as well as text summarization on the text files are 

presented which are utilized for text summarization in the 

latter situation. words are allocated weights based on the 

number of times they appear in the text file. The recorded 

speech can be converted to text with the help of Google 

API[7]. To distinguish sentences, python string tokenization 

employs periods. The sentence is summarized once the 

index is identified and ranked according to the sentence's 

weight. We can deduce from the recognition time that 

sentences with a period and a question mark are recognized 

faster than those without [8]. To avoid having to read the 

entire text each time, a more efficient method of 

summarizing books into important keywords was 

developed. The suggested model summarizes the content 

using a weighted TF-IDF (Term Frequency Inverse 

Document Frequency), and then converts it to speech [9]. 

These models are considered out of our study. 

B. Machine Learning and Deep Learning based 

Summarization Models 

The basic studies which implemented machine and deep 

learning models were as follows: 

      Chen, B., et al. presented an empirical study of the 

merits of two schools of training criteria  for reducing the 

negative effects of imbalanced-data problem and improving 

summarization performance.  One method is to train a 

summarizer's classification capabilities using pair-wise 

ordering information of phrases in a training document 

according to importance. The other method is to train the 

summarizer by directly optimizing the associated evaluation 

score or an objective that is tied to the final evaluation. 

Experiments on the summary of broadcast news show that 

these training criteria can provide significant gains over a 

few existing summarizing methods[10]. Liu, Z., Ng, A., 

Lee, S., Aw, A. T., & Chen, N. F. presented a neural 

architecture that works well and efficiently. It was shown 

that the hierarchical structure of dialogues is used to 

integrate topic-level attention mechanisms in pointer-

generator networks. The suggested model outperforms 

competitive bust when it comes to long dialogue samples, 

and it also works well with limited training data[11]. Zhao, 

Z., et al. presented a hierarchical neural encoder based on 

adaptive recurrent networks to learn the semantic 

representation of meeting discussion. Then, for abstractive 

meeting summarizing, a reinforced decoder network was 

created to generate high-quality summaries constructing the 

HAS Hierarchical encoder-decoder network learning 

framework with adaptive dialogue segmentation[12]. 

Atsunori Ogawa., et al. suggested a compressive speech 

summarizing approach(performs both extraction and 

compression at the same time)based on integer linear 

programming (ILP), which maximizes the coverage of 

content words in the resulting summary. It was considered 

the first trial of compressive speech summarization at that 

time. A single step summary using the confidence, TF IDF 
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and bigram LM scores, was conducted for each produced 

ASR hypothesis sequence that corresponds to a full lecture 

speech (12 min on average). The results showed that the 

compressive approach outperformed the extractive method, 

and compressive CN over compressive 1-best[13]. M 

Menacer, et al. designed a two-stage ASR and text 

summarization pipeline to provides an end-to-end dialog 

summarizing system. Users can first see a high-level 

summary of the information, then drill down into longer and 

more thorough summaries or listen to the raw audio itself 

using hierarchical summarization. PEGASUS the current 

state-of-the-art abstractive summarization model was used, 

which is capable of producing summaries of significantly 

higher human quality [14].  Kumar, B. D. (n.d.) used an 

Essence vector (EV) modeling which is an unsupervised 

paragraph embedding method aims to derive the most 

important information from a paragraph while also 

including general background information. First speech is 

transformed to text and fed into the Essence Vector (EV) 

model as a high-dimensional vector input, which 

summarizes the information in a low-dimensional space. 

The EV model's performance was improved by adding an 

Attention mechanism and employing LSTM to handle the 

speech to text module's faulty and erroneous speech 

conversions [15]. González-Gallardo, et al. offered a hybrid 

technique during the training phase, whereas summary 

creation was text-independent. It is based on employing 

textual information to learn an in formativeness 

representation based on probability distribution divergences, 

which is not taken into account by normal audio 

summarization with audio features. The length of the 

summary was set to equal 35% of the original audio 

length[16]. Weng, S.-Y., Lo, T.-H., Chen, B. extended the 

BERT-based method for supervised extractive speech 

summarization that is capable of performing robust 

summary on spoken documents containing erroneous ASR 

transcripts. To improve the summarization performance of a 

spoken material, many supplementary structural and 

linguistic features were applied to enrich the embeddings of 

the sentences. The results showed that in both the text 

document(TD) and spoken document(SD)cases, neural 

network-based methods (skip-gram(SG) and continuous bag 

of word (CBOW)) always outperform classic vector-based 

methods (vector space model(VSM) and latent semantic 

analysis (LSA)) when used unsupervised. In the TD 

scenario, supervised summarizers such as deep neural 

network (DNN), convolution neural network (CNN), and 

Refresh outperform SG and CBOW, as do most of them in 

the SD case. 10% was chosen as the summary ratio [17]. 

Sharma, R., Palaskar, S., Black, A. W., Metze, F. proposed 

three transformer-based modules:  speech segmentation, 

speech recognition, and extractive text summarization. An 

extractive summarization module employs BERTSUM 

using the self-supervised learning model BERT for text 

summarization to select the most essential sentences from a 

text that contains recognized sentences. Each sentence is 

binary classified by the module, which then creates a 

summary that meets the desired repeatedly), and colloquial 

terminology in contrast to text input [3]. The automatic 

speech recognition (ASR) engine, which transcribes spoken 

documents into textual representation, is one of the most 

important parts of the speech summarizing technique. The 

ASR component is extremely dependent on spoken 

language, and academics all across the world have created 

language-specific ASR engines. Transcribing speech to text 

and then summarizing it, is the common two-stage process 

for speech summarization. Producing a summary directly 

from speech without having to transcribe it, is a different 

approach that could help to avoid some fundamental 

summarization issues [4]. 
 

summary rate [18]. Kano, T., Ogawa, A., Delcroix, M., & 

Watanabe, S. introduced a single model optimized end to 

end for speech summarization. The suggested model learns 

to directly summarize speech and it outperforms the earlier 

proposed cascaded model by three points. On ROUGE.ASR 

was used to pre train the sequence model, because training 

summarization models from start is difficult. Then, for 

speech summarization, the encoder-decoder model is fine-

tuned.The effects of different window sizes and dilations on 

summarization were investigated, with the conclusion that 

larger window sizes are required for better models [19]. 

Dammak, N., &BenAyed, Y. presented the cascade 

connection of applying automatic speech recognition and 

text summarization that allows for the use of state-of-the-art 

modules which are optimized for each task separately, 

without the need for a large amount of paired data made up 

of speech data and associated summaries. Posterior 

probability fusion and Attention-based multi-hypothesis 

fusion approaches were used for speech summarization 

[20].Li, D., Chen, T., Tung, A., & Chilton, L. B.  suggested 

a deep encoder-decoder model based on the attention 

mechanism (DEDA) for ASR transcripts. it takes advantage 

of the deep structure of RNNs based on a Long Short-Term 

Memory (LSTM) network. The key difference is to 

incorporate a powerful attention mechanism into the 

encoder-decoder structure to address the sequence problem 

in the summarization area. Experiments on the AMI Dataset 

show that the proposed strategy outperformed the state-of-

the-art on both extractive and abstractive models. The 

performance of summarized utterances and the reduction of 

occurrence repetition in summaries, were also highlighted in 

the experimental analyses [21]. Because these studies 

applied their methods on different corpus, it is not possible 

to compare them accurately and identify which machine or 

deep learning algorithm was the best. 

5.2 Source of Corpus 
       A corpus is a group of authentic text or audio that has 

been arranged into datasets. 'Authentic' in this context refers 

to text produced by a native speaker of the language or 

dialect or audio produced by that speaker. Newspapers, 

books, recipes, radio broadcasts, television shows, motion 

pictures, and tweets can all be included in a corpus. 
A corpus of text and speech data used for natural language 
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processing can be utilized to train AI and machine learning 

systems[22]. 

The characteristics of the speech domain corpora include: 

Corpus are (1) of different languages, (2) comprise one or 

two speakers, (3) range in size from small to moderate, and 

big [4].  

Table 1 shows both Audio Speech and Multimodal Corpus 

for various studies which are publicly available. 

A. Audio Speech Corpus 
       A Corpus of spontaneous Japanese (CSJ) was used 

which includes a training set with 3,212 spontaneous 

speeches from lectures and conferences, as well as three 

evaluation sets (eval1, eval2,and evel3). Every speech was 

recorded at a sampling rate of 16 kHz and a bit depth of 

16[3]. In[7] the pyaudio module is used to record and 

process audio. Continuously adding frames of audio is 

used to record audio. This phase's ultimate output is an 

audio file in the wave format. The MATBN corpus, (which 

contains roughly 200 hours of Mandarin Chinese TV 

broadcast news) collected by Academia Sinica and the 

Taiwan Public Television Service Foundation between 

November 2001 and April 2003, was used[10]. A training 

set of 100k dialogues was used, followed by a validation 

set of 1k dialogues. The test set was produced from 490 

multi-turn talks between nurses and patients in a healthcare 

setting[11]. In[12] the AMI meeting corpus consists of 142 

meeting records(which are 100 dialogs in the training set, 

20 dialogs in the validation set, and 22 dialogs in the 

testing set) and associated abstractive summaries written 

by humans .  

The suggested approach is trained and tested using the 

CNN/Daily Mail summarization dataset. The documents 

and summaries from CNN news articles are included in 

this dataset[15]. A set of empirical experiments are done 

on a mandarin benchmark broadcast new (MATBN) 

corpus, while the training and validation sets were 

constructed using simulated data, the summarizing studies 

used a subset of 205 broadcast news documents collected 

between November 2001 and August 2002[17]. Three 

corpora were      used to train and evaluate speech 

summarization systems. CNN-Daily Mail (CNNDM), 

How2 and TED corpus[19].The AMI meeting corpus was 

used(100 hours of meetings recorded using multiple 

synchronized recording devices).The AMI corpus contains 

ASR transcripts for 137 meetings that were spoken by four 

participants who were assigned certain roles. Each meeting 

lasts an average of 35 minutes and includes about 800 

unprocessed utterances, or nearly 6700 words[20] 

B.  Multimodal Corpus 

       The total video corpus consists of roughly 300 hours of 

video, with approximately 100 hours in each of the 

languages (French, English and Arabic) in [14].  How-2 

dataset includes 2000 hours of instructional videos, as well 

as text transcripts, speech, video, translations, and 

summaries was employed[18]. A cascaded multimodal 

abstractive speech summarization model was described, 

which learned semantic concepts as an intermediary step. 

The benefits of using multimodal inputs (How2 data set ) 

includes speech, video, human annotated transcription and a 

summary rather than unimodal inputs were tested for 

intermediate concepts, and consistent advantages were 

discovered[24]. 

     The anchor person-based story identification and lexical 

chain algorithm were used to implement multimedia 

summarization of news broadcasts. This system allows 

users to create multimedia summaries of one or more input 

news broadcasts and search for and retrieve selected news 

stories using a keyword-based search and retrieval 

system[25].  
Table 1. Corpora for Speech Summarization Studies that are publicly 

available. 

Corpus Size & Material 

CSJ 3,212 of spontaneous 

speeches(lectures and 

conferences) 

CNN-

DailyMail(CNNDM) 

news documents 

How Videos(YouTube) 

2000 hours(instructional 

videos) 

TED TED Talks 

LinguisticData 

Consortium(LDC) 

20 hours(broadcast 

news) 

MATBN 205 broadcast news, 200 

hours of Mandarin 

Chinese TV broadcast 

news 

AMI 100 hours(meetings) 
 

 

 

5.3 ONE VERSUS TWO STAGE 

SUMMARIZATION PROCESS: 

Most researches focus on a two-stage process for extracting 

summary output from an audio file input. Speech to Text 

conversion is the first step, followed by text summarization. 

However, the output's efficiency is determined by the audio 

file's clarity [7].In[8] the proposed method uses automated 

speech recognition (ASR) to transcribe the audio, then 

summarize the transcript, and lastly returns the audio 

associated with thetext summary. Speech summarization is 

accomplished by integrating two primary sub-modules: an 

automated speech recognition (ASR) module and a text 

summarization system (TS)[13]. 

In [23] two stage summarization process was implemented. 

First, the speech is converted into text using Pocket Sphinx 

engine for transcribing spontaneous speech using three 

models. An acoustic model which contains phones acoustic 

properties, a phonetic model which involves word–to-phone 

mapping and a language model which limits the matching 

process by defining which words can come after previously 

recognized terms, then natural language processing 

preprocessing approaches were performed. 
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Speech transcripts, on the other hand, may be costly, 

unavailable, or of poor quality, which has an impact on 

summarizing performance. This leads to one stage 

summarization process. The complexity of the model 

structure with cascade topologies, and faults in the ASR 

which reduces summarization performance offers motivation 

for end-to-end(E2E) modeling for speech summarization[18]. 

 

 
 

Fig1.  ONE AND TWO STAGE SUMMARIZATION PROCESS[2] 

6. DEEP LEARNING APPROACHES FOR 

SPEECH SUMMARIZATION 

Deep learning approaches are now the most popular term in 

machine learning for extracting complicated data 

representations at a high level of abstraction, which is 

especially useful for exceedingly complex issues. It is a data-

intensive method that produces better results than classic 

approaches (Naïve Bayes, HMM, SVM, and so on). 

       A Long Short Term Memory (LSTM) network 

architecture is a special type of RNN network that can learn 

long term dependencies. In more than 1000 steps, an LSTM 

can learn to fill the gap between time intervals. To handle 

information in both directions, bidirectional LSTM has two 

hidden layers. The input sequences are processed forward by 

the first hidden layer, and backward by the second hidden 

layer. Both are then linked to the same output layer, which 

gives them access to the sequence's future and past context. 

As a result, BLSTM outperforms both traditional LSTMs and 

RNNs, as well as providing a substantially faster and more 

accurate model. 

      The gated recurrent unit (GRU) is a recurrent neural 

network extension that tries to handle memories of 

sequences of data by storing the network's prior input state 

and planning to target vectors depending on the prior input. 

       A recurrent neural network (RNN), on the other hand, is 

a type of artificial neural network model in which the 

connections between the processing units create cyclic paths. 

It is recurrent because they take inputs, update the hidden 

layers based on previous calculations, and provide predictions 

for all sequence members. 

      In a traditional Recurrent Neural Network (RNN), data 

passes through only one layer on its way to the output layer 

before being processed. However, Deep Neural Networks 

(DNN) is a hybrid of deep neural networks (DNN) and 

RNNs[26]. 

 

7. EVALUATION METRICS 

 Since the early 2000s, there has been a set of measures for 

automatically evaluating summaries. The most extensively 

used metric for automatic evaluation is ROUGE.ROUGE 

comes in a variety of flavors, and the most popular ones are: 

ROUGE-n, ROUGE-L, ROUGE-SU+. Objective and 

subjective evaluation criteria were used in speech 

summarization. Objective evaluations includes ROUGE 

metric(ROUGE1, ROUGE2, ROUGE l) which are based on 

word and phrase overlaps in summary documents prepared 

automatically and manually, whereas subjective evaluations 

were used to assess the quality of the generated summaries 

based on interest, informativeness, abruptness, attractiveness, 

and overall quality. Users were particularly sensitive to the 

audio stream's linguistic coherence and continuity. The 

ROUGE measure, which includes ROUGE-1, ROUGE-2, and 

ROUGE-Lwas utilized as an evaluation metric 

in[10][11][17][19]. The suggested system's ROUGE value was 

0.34343, which is likely comparable to other unsupervised 

summarization techniques like Lexrank and latent semantic 

analysis [15]. 1A subjective scaled opinion metric of 1-5 was 

used to assess the quality of the generated summaries and their 

components. Two objective metrics were also used: full score 

and average score metrics [16]. In order to obtain an overall 

score suitable for DEDA method, ROUGE scores for every 

meeting transcript in the test set were computed and then the 

macro-averaging method was used in [20]. ROUGE scores 

(ROUGE-1,ROUGE-2, ROUGE-SU) use n-gram overlap and 

skip-gram overlap to compare machine summaries to human 

gold-standard summaries were used in [12][13]. A BERT 

Score is used to assess coherence, while the cosine similarity 

between sentence transformer embedding of a reference ASR 

segment and a model generated output summary is employed 

to determine what information is kept in [21]. 

Fig2. Shows number of researches which were evaluated using 

subjective and objective measures, whereas Fig3. Shows 

Measures types used for Objective Evaluation. 
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TABLE 2. THE SURVEYED PAPERS CLASSIFIED BASED ON DIFFERENT CRITERIONS. 

 

Source and Year 

of publication 

Methodology Used Corpus One versus Two 

Stage 

Summarization 

Evaluation Metric 

[10], 2012 Summarization using 

single, multiple features and 

evaluation metric-related 

training criteria 

MATBN  two stage 

summarization 

ROUGE-1, ROUGE-2, 

ROUGE-L 

[11], 2019 PGN with attention 

mechanism  

training set: 100k 

dialogues 

validation set: 1k 

dialogues 

two stage 

summarization 

ROUGE-1, ROUGE-2, 

ROUGE-L 

[12], 2019 a hierarchical neural 

encoder based on adaptive 

recurrent networks and a 

reinforced decoder network 

AMI  two stage 

summarization 

ROUGE scores(ROUGE-

1, ROUGE-2, ROUGE-

SU) 

[13], 2019 integer linear programming 

(ILP) 

CSJ two stage 

summarization 

ROUGE scores(ROUGE-

1, ROUGE-2, ROUGE-

SU) 

[14] 2019 Artex algorithm 300 hours of 

video, with 

approximately 100 

hours in each of 

the languages 

(French, English 

and Arabic) 

two stage 

summarization 

Word Error Rate , 

Subjective 

Evaluation(score:1:5) 

[15], 2020 Essence Vector (EV) model 

Attention mechanism, 

LSTM 

CNN/Daily Mail two stage 

summarization 

ROUGE 

[16], 2020 Probability Distribution 

Divergences 

5,989 audio 

broadcasts which 

corresponds to 

more than 310 

hours of audio in 

French, English 

and Arabic 

One stage 

summarization 

A subjective scaled 

opinion metric of 1-5, full 

score and average score 

metrics 

[17], 2020 BERT-based method for 

supervised extractive 

speech summarization 

___ two stage 

summarization 

ROUGE-1, ROUGE-2, 

ROUGE-L 

[3], 2021 transformer based modules CSJ two stage 

summarization 

ROUGE-1, ROUGE-2,  

ROUGE-3, ROUGE-L 

[18], 2021 three transformer based 

modules 

How-2  One stage 

summarization 

ROUGE, BERTS 

METEOR score 

[19], 2021 Encoder decoder model CNN-DailyMail 

(CNNDM), How2 

and TED corpus 

one stage 

summarization 

ROUGE-1, ROUGE-2, 

ROUGE-L 

[20], 2021 Posterior probability fusion 

and Attention-based multi-

hypothesis fusion 

AMI two stage 

summarization 

ROUGE, Macro-

Averaging 

[21], 2021 deep encoder-decoder 

model based on  

the attention mechanism 

(DEDA) 

AMI two stage 

summarization 

BERT, Cosine Similarity 
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Fig2. NUMBER OF RESEARCHES EVALUATED OBJECTIVELY 

VERSUS SUBJECTIVELY SINCE 2019 

 

Fig3. MEASURES TYPES USED FOR OBJECTIVE EVALUATION 

8. CHALLENGES AND BASIC 

LIMITATIONS FOR SPEECH 

SUMMARIZATION PROCESS 

Regarding ASR, the basic difficulties and limitation are 

speech recognition errors, when tasks are well-defined 

single-speaker tasks, such as analyzing TED lectures, ASR 

error rates are reduced, but they remain difficult when tasks 

are less organized or involve multiple speakers, such as 

audio from meetings. To solve ASR output faults, machine 

learning, deep learning, and language models can be 

employed. Speaker turn identification is another problem 

for speech summarization. In accurate unit boundary 

detection can result in incorrect speaker identification across 

series of utterances. Although the number of speakers in BN 

is typically higher, speaker turns occur less frequently than 

in conference meeting data, resulting in a longer average 

speaker turn length in BN. Interruptions, overlapped speech, 

interleaved false starts, filler phrases (e.g. "of course", "ok", 

"you know"), non-lexical filled gaps (e.g. "umm", "uh"), 

and redundancies are all examples of speech disfluency. 

These disfluencies make identifying the semantic substance 

of speech more difficult, which can make summarization 

difficult. speech in broadcast news is the closest to 

organized text in terms of having the fewest disfluencies 

due to the presenters' professional training [4][27].  

9. CONCLUSION AND FUTURE WORK 

This survey paper emphasized various extractive and 

abstractive approaches for speech summarization. Most of 

the studies followed a two-step summarization process due 

to their commonly used and simplicity, while a few 

generates summary directly from speech. Deep learning and 

computer vision approaches can help in generating 

summary from speech without transcript it. In this survey, 

different studies which applied machine and deep learning 

models were analyzed. It is noticed an advance in the area 

of abstractive summarization with the presence of recent 

deep learning approaches. The source of materials in this 

survey were ranged from meeting, lectures, conferences and 

broadcast news with the focus on broadcast news because of 

their structural form in addition to ideal recording 

environment. No deterministic dataset was used and for the 

same dataset, different portions were employed for different 

studies, this leads to the difficulties in comparing these 

studies and evaluating them. It is recommended to employ 

existing datasets for latter studies and researches for 

accurate analysis and comparison. 
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 الولخص

انجاَة الأكصش أًٍْح فً انرٕاصم انثششي ْٕ انكلاو. ذسرغشق  إٌ           

ٔسائم الإػلاو انطٌٕهح يصم انكلاو ٔلرا طٌٕلا نهمشاءج ٔانفٓى. ٌرى حم ْزِ 

انذلالاخ.  انحفاظ ػهى يغيخرصش نهكلاو  انصؼٕتح يٍ خلال ذمذٌى يهخص

ًٌكٍ نرهخٍص انكلاو إيا ذحٌٕم انكلاو إنى َص تاسرخذاو انرؼشف انرهمائً ػهى 

شى إَشاء انًهخص ، أٔ ًٌكُّ يؼانجح إشاسج انكلاو يثاششج  (ASR) انكلاو

يجًٕػح يرُٕػح يٍ  ِ انذساسح الاسرمصائٍحزذرُأل ْ. ٔإَشاء انًهخص

اسصيٍاخ انرؼهى اَنً ٔانؼًٍك نرهخٍص انذساساخ انحذٌصح انرً اسرخذيد خٕ

الاػرثاس انمٍٕد انضيٍُح  حٍس ذُالش أدتٍاخ ذهخٍص انكلاو يغ الأخز تُظشانكلاو.

 ، يُٓجٍح انثحس ، يغ ػذو الاْرًاو تمٕاػذ تٍاَاخ يؼٍُح نهثحس فً الأدب.

انرؼهى انؼًٍك الأحذز نى ٌرى ذضًٍُٓا فً انذساساخ  طشائكَظشا لأٌ 

ْزا اسرطلاع جذٌذ فً ْزا انرخصص حٍس ذى ٍؼذ نساتمح ، فالاسرمصائٍح ا

يخرهفح يغ يجًٕػاخ تٍاَاخ يرُٕػح نرهخٍص انكلاو ٔذمًٍٍٓا  طشائكاسركشاف 

 تاسرخذاو أسانٍة راذٍح أٔ يٕضٕػٍح.

 ,ASR, LSTM، انرؼهى تؼًك ذهخٍص انكلاو الوفتاحية: الكلوات

ROUGE 
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