
Engineering and Technology Journal                                                              Vol. 36, Part A, No. 8, 2018 

https://doi.org/10.30684/etj.36.8A.15 

                     2412-0758/University of Technology-Iraq, Baghdad, Iraq 

                     This is an open access article under the CC BY 4.0 license http://creativecommons.org/licenses/by/4.0 

                                                                                                                                                               

939 

Azad R. Kareem   

Control and Systems 

Engineering Department 

University of Technology 

Baghdad, Iraq      

drazadnarj@hotmail.com  

Marwa F. Jassim  

Control and Systems 

Engineering Department 

University of Technology 

Baghdad, Iraq 

marwaalkubaissy@gmail.com       

Mustafa Q. Ali  

College of Islamic Sciences  

University of Baghdad, Iraq 

mustafaqussay85@gmail.com  

Received on: 14/06/2017 

Accepted on: 05/04/2018 

Published online: 25/8/2018 

A Proposed Method for the Sound 

Recognition Process  

Abstract-One of the most important issues in the signal-processing world is the 

issue of sounds differentiations. It has many applications in identifying the 

sources of the sounds, and many researches nowadays serves in this field and 

all of them looking for the best way to have a high accuracy implementation of 

the discrimination process. Sounds can be recognized under suitable recording 

conditions by converting the sound signal from time to frequency domain 

(because Sound signal of a source differs from other sources by the frequency 

contents. This property serves to differentiate between sounds, and differences 

become visually apparent when the spectrograms of the signals are compared). 

All the classical methods based on the amplitude comparison of the spectrum. 

The main problem faces the recognition process is the 100% system accuracy 

cannot be achieved. A proposed strategy suggested solving the problem. It is 

based on the comparison of slops between spectrogram sections instead of the 

magnitude comparison and taking the minimum differences between the 

pattern and references stored in a database. The tested examples with the help 

of Matlab program proved that the proposed method is more accurate than the 

conventional methods. 
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1. Introduction 

The recognition of sounds is the ability of a 

machine or program to convert the sound signals 

to coding patterns and saving them as references, 

comparing a new sound pattern enters the system 

with the reference patterns, selecting the nearest 

pattern and giving the decision. 

Sound signal that is perceptible by humans has 

frequencies from about 20 Hz-20 kHz. This 

signal is containing the physical characteristics of 

the sources. Any sound signal can be represented 

graphically or mathematically either in time or 

frequency domains. The time domain describes 

the physical signals respecting to time. The signal 

or function can be converted between the time 

domain and frequency domain using 

mathematical operation called Fourier Transform 

or Fast Fourier Transformation (FFT) and then 

the waveform is called spectrogram [1]. The 

spectrogram has two sections; magnitude and 

phase spectrums. The magnitude spectrum has 

data about the comparative magnitude of the 

frequency formed for the signal. The phase 

spectrum consists of data about the comparative 

phase or time relations for the frequency formed. 

The process of recognition in the classical 

methods is accomplished by the magnitude 

comparison for the spectrograms and giving the 

decision according to the degree of the similarity 

of the test sound with reference sounds. 

Sometimes the presence of the sound level 

difference between test and reference patterns 

makes the need for normalization necessary with 

the recognition processes. 

 In 2011, Manikandan et al. [2] proposed a real-

time speech recognition system using two 

approaches; the first uses (MFCC) Mel 

Frequency Cestrum Coefficients with a 

recognition accuracy of 93.3% and the second 

approach uses Cochlear filter banks with (ZC) 

Zero Crossings as feature input for recognition 

with an accuracy 98.6%. Also in 2011, Guo et al. 

[3] designed a system for environmental sound 

recognition using time-frequency intersection 

patterns with a recognition rate for about 92%. 

An Arabic speech recognition was designed by 

Zaid and Abdulsattar in 2013 [4] with a 

recognition rate between 88.4% - 90.8%. While 

in 2015 [5] Li and Binwu propose an animal 

sound recognition based on double feature of 

spectrogram in real environment with a 

recognition rate about 80%. 

This work proposes a new strategy by using slops 

comparison of the spectrogram sections in order 

to maximize the recognition accuracy, and 

https://orcid.org/0000-0002-4431-914X
mailto:drazadnarj@hotmail.com
mailto:marwaalkubaissy@gmail.com
https://orcid.org/0000-0001-9965-5653
mailto:mustafaqussay85@gmail.com


Engineering and Technology Journal                                                              Vol. 36, Part A, No. 8, 2018 

049 

 

dispense with the normalization process. The 

operations are done by using the Matlab program. 

2. The Proposed System  

The algorithm of the proposed sound recognition 

system is as follows: 

A. Reading the sound signals. 

B. Signal analysis. 

C. Vectors calculation. 

D. Comparison with stored references. 

E. The differences measurement   . 

F. Take the sound of vector with minimum 

difference. 

The main process architecture is illustrated in 

Figure 1. 

 

I. Read the sound signals 

The microphone is used to convert the sound 

signal into electrical signal, this signal 

represented in time domain as shown in Figure 2.  

The waveform consists of a collection of sin 

waves, and each sine wave represents a tone or 

point on the spectrum of the signal. 

 

II. Signal analysis 

The main component for the system are shown in 

Figure 3 [6]. 

 

 

Figure 1: Flow graph of proposed system algorithm 

 

 

 

Figure2: Time domain representation of a sound 

signal 

 

 

Figure 3: Sound recognition main system 

 

 Spectrum analyzer: converts the sound signals 

to spectrograms which represent graphically the 

variation of intensities level versus the frequency 

for the sound signals. 

 The recognizer: is a computerized program 

used to compare between spectrogram of the 

sound signals and deciding which the nearest one 

is, then recognize it. 

  Signal analysis is performed by converting it 

from time to frequency domain using the Fast 

Fourier Transform (FFT)  

Y =FFT(X)                                 (1)          

    

Where X represents the time domain of the sound 

signal, and Y represents spectrogram of the signal 

in frequency domain as shown in Figure 4. 

 

III. Vectors calculation  

The spectrograms converted into digital form 

named as the M-vector (magnitude vector). These 

Spectrograms can be divided into several parts  (It 

is partitioned into 20 part), and the bands are not 

uniformly distributed in order to increase the 

efficiency of the process , then by averaging the 

magnitude of each consecutive part, the M-vector 

will be obtained. The output figure will be as 

shown in Figure 5. Here it is obvious that the M-

vector is M= [1.5  1.96  1.15  0.6  0.7  0.98  0.5  

0.41  0.72  0.41  0.39  0.2  0.1  0.08  0.06   0.023  

0.01  0.01  0  0  0  0]*10-3 

 

 

 

Figure 4: The spectrogram of the signal 
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Figure 5: Amplitude vector of the sound signal 

 

The classical methods use the normalization 

process to control the overall sound level or 

spectrogram magnitude. 

This work proposed a new method for the 

recognition process based on the slop vectors 

comparison to eliminate the need for 

normalization step as well as increasing the 

method efficiency. The calculation of the slop 

vector is done by taking the slop between each 

consecutive two points in the (M-vector), this 

slop is determined as given in the relation [7]:  

 

Slop = (y2-y1) / (x2-x1)                                    (2) 

 

where x1,y1 are the coordinates of the first point 

in the (m-vector) and x2,y2 are the coordinates of 

the second point, the first item of the slop vector 

is obtained  by taking the slop between these two 

points, in the same way the slop vector will be 

obtained as shown in Figure 6, which represents 

the slop diagram of the signal and then the slop 

vector (S-vector) is given as S = [0.8  -1.7  -1  0.3  

0.5  -0.9    -0.3  0.48  -0.3  -0.08  -0.019  -0.081  

0.02   -0.2  -0.01  -0.01  0   0   0  0] *10-5. 

 

IV. Comparison with a stored reference 

It is necessary to generate a database of 

references to be used in the recognition process 

by comparing the vector of unknown pattern with 

the database of known references.  

Table 1 represents the references using the 

classical method (normalized magnitude vectors), 

it contained 16 vectors named from (A to M) each 

one represents the m-vector of a sound signal. 

Table 2 represents the patterns using the classical 

method, while Tables 3 & 4 represent the 

references & patterns respectively using the 

proposed method (slop vectors),each row 

represent the slop vector of a specific signal. 

 

 

 

Figure 6: The slops of the sound signal diagram 

 

V. The differences measurement 

The pattern recognition problem solution is 

depending on the minimum difference method by 

comparing the unknown pattern vector of a test 

signal with the database of the references vectors. 

Mean Absolute Error (MAE) is used as a 

comparison approach to compare between vectors 

and is defined as a quantum used to measure how 

forecasts are close. The mean absolute error is 

given by [8]: 

 

             (3) 

When       n = elements no.  

f = unknown vector's value. 

y= reference vector's value. 

 

VI. Take the sound of the vector with Minimum 

difference 

After comparing each pattern with all the 

references, the test signal is recognized according 

to the minimum number as shown in Table 5, 

which represents the average difference of 

magnitude vectors using classical method, and 

Table 6 shows the average difference of slop 

vectors using proposed method. The results of the 

recognition process proved the efficiency of the 

proposed method by increasing the accuracy of 

the system; it has up to 100% accuracy for the 

tested data while in the classical method the 

accuracy was 75% for the same data.   

The test is done in ideal acoustically isolated 

environment, note that the efficiency of the 

system changed and affected by circumstances, if 

it's not ideal  it will relatively decrease the 

efficiency of the system this is what can 

happened when using the system in a specific 

application and needing to some processing 

according to its environment. 

 

3. Conclusions 

The proposed system has been implemented 

using the slop method, and the experimental 

results of the recognition process proved the 
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efficiency of the proposed method over the 

classical method (the normalized magnitude 

method) by increasing the accuracy of the system; 

the slop method has up to 100% accuracy for the 

tested data in ideal environment while in the 

classical method the accuracy was 75% for the 

same data. In addition to this method does not 

add calculations or complexities to the design of 

the system and requires the same period of time 

that needed in classical methods, also there is no 

need for the normalization step with the new 

algorithm. 
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Table 2: The patterns using the classical method 

 

Table 3: The references using the proposed method 
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Table 4: The patterns using the proposed method 

  

 

Table 5: The average difference of slop using classical method. 

 

 

 



Engineering and Technology Journal                                                              Vol. 36, Part A, No. 8, 2018 

049 

 

Table 6: The average difference of magnitude vectors using proposed method. 

  

 


