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Abstract :

We present in this paper a new parallel Runge — Kutta method of the
second order second stage for solving initial value problems (IVPs) in
Ordinary Differential Equations (ODEs) .This new method depending on
using the predictor — corrector method in the Geometric mean (GM) Runge
— Kutta formula, and make it parallel by using the broadening of the

computation front.

Key words: Runge — Kutta methods, predictor — corrector method,

the stability, the computation front.

9¢¢



{t-
k Parallel Second Order Runge — Kutta new method-*

(i Lawg G133y 4 )1k umae (aduo LigS gy 4y plo
el sLud 3gam0 3 L]
L) L1 LS / g Gl
: ond! gadebal ]

Brsgiall US ) @bk (e Al Alajally 455l e dlsie ARyl Cnall 130 A G palisd
a (gl g Aalae ! Dbalall Y aled) e 285 adll Jilee Jad Lol
Cshosl Liaaial SIS Zpnulial) U pety Ayl ccoigll Jaus sial) ooty eamasilly (003
s Djlsie Ak slad) Glaall dgim Gy

Introduction

Runge - Kutta methods are one of the best methods for numerically solving
(ODEs), and the search for better methods is always up to date [1]. Our concern
here is with present a new method for solving Initial Value Problems (IVPs) using a
mixing between techniques and formulas and obtain a new formula suitable for
parallel computers, (see [2]). As we know a first step toward developing a parallel
algorithm for the numerical solution of Initial Value Problems (IVPs), how we
might widen the front of computation .The predictor — corrector (PC) methods of
numerical integration provide a means for doing this, (see [3,4]) .""Evans Introduce
a new Runge - Kutta method using the Geometric mean (GM) formula [5]"" (see [6]).
Here we collected these ideas and using the Implicit Runge - Kutta methods (IRK)
which can be derived directly from Explicit Runge - Kutta methods (ERK) , these
implicit methods “ that were derived “ , it is ""the (backward) form of the explicit
(forward) form [7]™, to present our new parallel method which we called (PPCGM2)
formula.

2.1. Definition :

"The front of computation is the imaginary straight line that separate the values
are next to be computed from all previously computing value problems [8,9,2]".
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computation front
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Figure 1 :explain of the definition above.

3. The (GM) formula.
Evans, and Sague [5] introduce new method which has the form
Yn+1 = Yn = %(2?:1 M) 1)
Where,
ki=f(x,+eh;,y,+hYigik;) i=123,..,7 (2)
Where e;,g;; €[0,h] and h; the step size.

We have considered f as a function of y only. " This will reduce the lengthy
Taylor series expansionsof k;, i=1,2,,

Thus (2) becomes,

ki=f(yn+h3ila;k;) i=1,2,3, .7 [10]" @A)

4. New parallel method namely PPCGM2 :

The new parallel method PPCGMZ2 calculates yf’l“ and y5 depending
on yband y¢_;,which has the form,

Yhi1— ¥h = h(Jkik;) @)

Where,
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ki=f(Xn-1,Yn-1) . k2 =f(xn-1+2h, y;_1 +2hky) (5)
And,

i = ¥i-1 = h(JIJ2) (6)
Where,

Ji=f(n,¥n) J2=f(xa—h, ¥, —hy) (7)

Illustrating the computation process of the PPCGM2 mode in fig.2,

computation front

¥ o { forward )

yvo  { bacloaard )

n=1 / n ¥+l

Figure 2 : the PPCGM2 mode.

4.1. Derivation of PPCGM2.

The parallel predictor Geometric mean method of two stage second order has
the form,

V.1~ Yo = h(Jak bk,) ®)
Where,
ki =f(yn_1) , kz = f(y5_1 + ahky) 9

To derive our new predictor PPCGM2- method, expansion of k4 and ko
gives,

ki =f(yn-1)=f and,
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k, = f(y5-1 + ahky) = f + ahk f e+ o(h?)

k, = = f+ahff,c  +o(h?)
Then,

aky « bk, = af * b( f + ahffy: )+ o(h?)

abkik, = abf? + abahf?f,c_ + o(h?)

Now,

1
(abklkz)l/z = (abf2 + abahfzfy;_l + O(hz)) &

1
= (ab)'/2f (1 + ahfye  + o(hz)) /2

(abkiky)'"2 = @B)'2f (1+ 5 fys_, +o0(k?)) 10)

Substitute (10) in (8) we obtain,
P P _ 1/ ahz 3

Yn+1 — Yo = (ab) 2f( h + T3 fyfl_1+0(h ) (11)

Comparing equation (11) with Taylor series [11,2] which has the form,
hZ

Yn+1 = Yn =hf + S ff,,_, + o(h®) (12)

From eg. (11) and (12) we get,

(ab)/z=1,a=1

We get two equations with three parameters, so that is means one degree of
freedom ,choosing @ =1 then b =1.

So we get the following system :

Yoi1— Vo =h(Jkik;) (13)
Where,
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ki=f(xn-1,Yn-1) . k2 = f(xn_1+2h, y;,_ + 2hky) (14)
Now to get the corrector method , from the backward formula,
Yn-1— Y5 = —h(/adbJ,) (15)
Where,
5=f(yh) » 12=f(yn—ahy) (16)

J, and J, expansion in (16) gives,

L=f(y)=f

I, = f(yu—ahjy) = f - ahffy + o(h?)
then,

aj, = af

b, = b(f - ahff,p +o(h))
b, = bf — bahff » + o(h?)

abj,J, = abf* — abahfzfyﬁ + o(h?)

1
(abJJ,) "2 = (abfZ — abahf*f » + o(hz)) &
1 2
= (ab) /2f (1 — ahfp+ o(hz))
= (ab)l/Zf (1 — O;—h fyﬂ + O(hz)) (17)

Equation (17) Substituting in equation (15) we get,
c c — 1/ ah? 3
Yn-1— Yn = _h(ab) 2f+ BB fyf; + O(h ) (18)

Comparing equation (18) with Taylor series [11] below which has the
form,
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hZ
Yn-1—Yn = —hf + = ffy, + o(h®) (19)
Getting ,
(ab)/z2=1,a=1

Which is two equations of three parameters, so we have one degree of
freedom .

Choosinga = 1 thenwehave b =1 .

Thus the new corrector formula has the form,

Yan— Yn-1=hG/J1Jz) (20)
Where,
]1:f(xn;yg)l)a”dlzzf(xn—h'Yfl—h]1) (21)

Equations (13), (14) , (20) and (21) together represent our new PPCGM2-
method , Where yﬁﬂ is the predictor form and Y%, is the corresponding
corrector form.

5. Analysis the stability of PPCGM2 :

The important advantage of Runge - Kutta methods that they are stable,
when we have a good quite of stability, ""if we take a suitable small step size h™'.

""Testing the stability of Runge - Kutta methods by the test equation y = Ay
where A = df /@y constant [12]".

We examine the stability of the predictor of the PPCGM2 method which has
the form,

Yhi1— Yn = h(Jkik;)
Where,
ki=f(xn1, ¥ 1) , kg = f(xp_1+2h, y5_, + 2hk,)

Using "the test equation y = Ay [13,14]" to evaluate the interval of
absolute stability,
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ki=Ff(xn-1,Yn-1) = AYn1 (22)
k, = f(xp_1 +2h, y;_1 +2hky) = A(yp_1 + 2h0ry; 1) (23)

Equations (22) and (23) substituting in equation (13) we get,

1
/
Yoo — Yo =h((A¥5D(Aysy +2m2y5 ) "

Y. — Yh = hayS_(1+2h3)'"/2 (24)

Dividing (24) by y5_; and putting z = hA we get,
p _.pP 1
Y, =2t — 09 4 27) /2 (25)
n-1

The equation (25) satisfies the absolute stability condition if |Y;| < 1 where
z identify the condition when z € (-2, 0.6570 ) which is stability region of this
method.

6. Numerical Example :

x y y° |y =yl yP | y? —
0 2 2 0 1.980198 0.019802
0.005 1.999950 | 2 4.993e-05 2 4.,999e-05
0.010 1.999800 | 2.000141 | 0.000341 2 0.000199
0.015 1.999550 | 2.000386 | 0.000836 2.000173 0.000623
0.020 1.999200 | 2.000733 | 0.001532 2.000456 0.001255
0.025 1.998750 | 2.001180 | 0.002430 2.000843 0.002092
0.030 1.998201 | 2.001729 | 0.003527 2.001333 0.003131
0.035 1.997552 | 2.002378 | 0.004825 2.001925 0.004372
0.040 1.996805 | 2.003129 | 0.006324 2.002619 0.005813
0.045 1.995958 | 2.003981 | 0.008023 2.003414 0.007455
0.050 1.995012 | 2.004934 | 0.009922 2.004310 0.009298
0.055 1.993968 | 2.005989 | 0.012021 2.005308 0.011340
0.060 1.992825 | 2.007146 | 0.014320 2.006408 0.013582
0.065 1.991585 | 2.008405 | 0.016820 2.007610 0.016024
0.070 1.990247 | 2.009768 | 0.019520 2.008913 0.018666
0.075 1.988812 | 2.011233 | 0.022420 2.010320 0.021507
0.080 1.987281 | 2.012802 | 0.025520 2.011829 0.024548
0.085 1.985653 | 2.014474 | 0.028821 2.013441 0.027788
0.090 1.983930 | 2.016252 | 0.032322 2.015157 0.031227
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g
0.095 | 1.982111 | 2.018135 | 0.036023 2.016978 0.034866
0.100 | 1.980198 | 2.020123 | 0.039925 2.018903 0.038704

Table 1: represents the results of PPCGM2 method applied to the example y =
—xy? ,y(0)=2, when h=0.005.

7. Discussion of the numerical results :

Table 1 is results obtained from the PPCGM2 formula . Comparison of the
numerical solution of the new method with the exact solution of the considered
problem shows that the new method is stable in the z € (-2, 0.6570 ) interval . This
conclusion is clear from reviewing the above table.
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