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ABSTRACT

A new family of CG -algorithms for large-scale unconstrained
optimization is introduced in this paper using the spectral scaling for the
search directions, which is a generalization of the spectral gradient method
proposed by Raydan [14].

Two modifications of the method are presented, one using Barzilai
line search, and the others take o =1 at each iteration (where « is step-
size). In both cases tested for the Wolfe conditions, eleven test problems
with different dimensions are used to compare these algorithms against the
well-known Fletcher —Revees CG-method, with obtaining a robust
numerical results.

Keywords: Unconstrained optimization, spectral  conjugate gradient
method, inexact line search.
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1. Introduction

Unconstrained optimization is one of the fundamental problems of

numerical analysis with numerous applications.
The problem is the following:
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For a function f:R" >R and an initial point X, , find a point X~ (the
minimizer of f ) which minimizes the function f(x), i.e.

min  f(x) ..(D)

xeR"

Usually X" exists and is locally unique. It is a assumed that f is
continuously differentiable for all k where k is the number of iterations.
Methods for unconstrained optimization are generally iterative methods in

which the user typically provides an initial estimate x, of X~ with possibly
some additional information. A sequence of iterates {x,} is then generated
according to some algorithm. Usually function values {f,} is monotonically
decreasing ( f, denotes f(x,)).

A well-known algorithm for solving problem given in equation(1) is
the Steepest Descent method first proposed by Cauchy in 1874. The
iterations are made according to the following equation:

Xk+1:Xk +akdk y k:O,l, .(2)
where d, =-g, and ¢, is a step-size, which is obtained by carrying out an

exact line search. It’s well-known that the negative gradient direction has
the following optimal property (see [7]).

gy = MinLim[f, - f[x +-2pt .. (3)
Jdll, ™ e

deR" a—0"

Despite the simplicity of the method and the optimal property (3),
the Steepest Descent method converges slowly and is badly affected by ill-
conditioning (see [9] or [15]).

In 1988, a paper by Barzilai and Borwein [5] proposed a Steepest
Descent method (the BB method) that uses a different strategy for choosing
the step-size ¢, along the negative gradient direction which is obtained

from two point approximation to the secant equation underlying Quasi-
Newton methods,

Considering H, =,1,,, as an approximation to the Hessian of f at
X, , they choose y, such that

Hy =argmin|Hs -y |,

where s, =x,,, —x, and y, =g,.; — 9y , yielding (see[2] or [5]),

T
S Y

veo === (D
Sk Sk
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with these, the method of Barzilai and Borwein is given by the following
iterative scheme:

Xks1 = Xk — A Ok ...(5)

where a, =%
Y

The scalar ¥®® has been already used as scaling factor in the Quasi-
Newton algorithms or Conjugate Gradient algorithms (see[4] and [11]).

The BB method has been shown to converge [14] and it’s
convergence is linear [13], despite at these advances of BB method on
quadratic functions, still there are many open questions about this method
on non-quadratic functions although Fletcher [9] shows that the method be
very low on some test functions.

In recent paper Abbo [1] proposed a modification of BB by the
following way [1].
Let Gy :7/I<BB|nxn

where | is the identity matrix as an approximation of Hessian matrix G, ,
from convex combination of forward and backward Euler's scheme
X = X — N [A-8)g, +&9,], 0<e<1, h isastep-size ...(6)

and using Taylor's series for g(x) about X, , ,i.e.
Oks1 = Ok +GxSk +0(||3||2) ..(7)

2. Conjugate Gradient Method (CG-Methods)
Conjugate Gradient Methods depend on the fact that for quadratic
function, if we search along a set of n mutually conjugate directions  d, ,

k=12,..,n , then we will find the minimum in at most n steps if line

searches are exact. Moreover, if we generate this set of directions by known
gradients, then each direction can be simply expressed as

do =—0o ... (8)
dyig = —Oksa + Bk -(9)

where S, can be calculated by

.
Prr :% ...(10)
9k 9k
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(yk_sk)Tgk+1 (11)

ﬂperry = T
Sk Yk

All these S, ’s are equivalent on quadratic function with exact line

searches and starting with steepest descent direction, but when extended to
general non-linear functions, the conjugate gradient algorithm with different
S are quite different in efficiency. Formula (11) gives better algorithms
than (10) in practice , a reason for this is given by Powell [13]. One of the
reasons for the inefficiency of CG-method is that none of the £ in (10) and
(11) takes into consideration the effect of inexact line searches [10]. To
overcome this drawback some authors proposed the so called spectral
conjugate gradient methods (see for example [3],[6]).

Birgin and Martinez in [6] introduced an spectral conjugate gradient
(SCG), in which the search directions are generated by

d, =-69, , k=0

A1 =19k + BiSk ...(12)
s's
where 6, = == ...(13)
Sk Yk
T
and ﬁk — (Hk yk _Tsk) gk+l .(14)
Sk Yk

For if g, =1 this formula was introduced by Perry in [12], if we assume that

s]g1=0 , j=0L..k then
P2 T

pr =20k ..(15)
a0 9y 9k

Finally, assuming that the successive gradients are orthogonal, we

obtain the generalization of FR formula:

Hkg;—+lgk+l
By ==t ...(16)
‘ a0 9k 9k
In fact, SCG algorithm is a generalization of the Raydan [14]
spectral gradient algorithm defined by
dk :_Hkgk .(17)
where 6 asin (13).
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3. Outlines of the spectral CG-algorithm algorithm
Let x, eR",, dg=-0,y , k=0, ay=1

Step(1) : if g, =0 stop, otherwise go to step(2)

Step(2) : compute

yafdia
a = —— ...(18)
e
such that Wolfe-condition is satisfied and hence a new x,, is computed

Step(3) : compute g, by (13) and S, by (15) or (16) and define

Aisr =09k + BiSk
Step(4) : It dy g1 <1073y ||, |gia] ...(19)
thenset  d,,, =d, else d,,; =-@.,
Step(5) : k=k+1 go to step(1)
4. New family of SCG methods (NSCG say)

In [10] Birgin gives a nice comparison by asking the following
questions:
1- Is the choice (13) better than 8 =17
2- Which is the best choice of S, among (15) and (16)?

3- Which is the best choice of «, ?

According to these inquires let us consider the following:
From the last term in (7) and substituting in (6) we obtain
Xiir — X =~ [A= &) g +&(gy +Gysy )]

sk = —h[9x +&Gysi]
Sk + e Gys, =—h gy
(I + & Gy )s, =—h, gy

Xk+?1_ . =—(1 + e Gy) gy --(20)
k
||9k 1 —9k||2 ; ; ;
Let L, =-———= , Lipschitz constant , let G, = 41 where 1 is
Xz =%

nxn identity matrix and put h, =L, in (20)
Xeor =% ==L [1 + L 64117 g,
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1 y'y sy
— K =X )=l +e—=—"—=1"g¢g
Lk k+1 k STS yTy k
T
Sk S
L—Sw—%gk
k Sk Sk +&5¢ Y
Slsk

B e e o[
Sk Sk + &Sk Y

X = Xy +dy

T

whereg——— > .21
s's +e&s'y
.
From (21) it is clear that setting £ =0 this gives 9=>2_5_1, this will

ST

answer one of the inquiries of Birgin. Also taking &=1 will give

w

;
9:%. To answer the 2" inquiry, it is clear that A3, in (14) is very
S'Ss +S'y

effective since the line search which is used in this paper is not exact. To
answer the 3™ inquiry we suggest a new hybrid computations for the scalar
a as shown in step(2) from the new algorithm.

We are going to list outlines of the new proposed algorithm (NSCG).

4.1 Outline of the algorithm (NSCG)

Let x, eR" , 0<o<y<l,dy=-g,, k=0
Step(1) : if g, =0 stop, else go to step(2)
Step(2):First compute «, =1 and second compute

1 k=0
ay = ak—ludk—l" k>0
ol
Such that f(x, +,d,) < f(x,)+oa, gp d, ...(22)
Andg;..d, >9,.d, ...(23)

Xeq = Xy +oycdy

Step(3) : compute & by (21) and S, by (16) and define
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dicir = G191 + BicSk
Step(4) : If Ay iy <—107°d]|, |9k

then  dy,=d,else  dy=-610a
Step(5) : k=k+1 go to step(1)

4.2 Some theoretical results

4.2.1 Theorem:
If o, satisfies Wolf condition defined by (22) and (23) then the

search direction will be descent , i.e. yjs, >0 .
For proof see [5].

4.2.2 Theorem:
Suppose that f is bounded below in R" and that f is continuously

differentiable in neighborhood of the level set L ={x: f(x) < f(x,)}. Assume
also that the gradient g, is Lipchitz continuous i.e. there exists a constant
C>0st [g-gy)<cx-y| vx,yeR".

Consider any iteration of the form

Xeq =X o dy  Where =1 and if d, =-g, and o, satisfies Wolfe

k

conditions defined in (22) and (23) then lim g, =0 -

Proof : From equation (22) we have  (g,.; —9x)" d¢ > (o, —Dggd, ...(24)
on the other hand, the lipchitz condition  (g,., - 9,)" d <ec|dy|’ --.(25)

oy ~1) (gx di)’
from (24) and (25) we get ay > (ZTJW ...(26)
dy
; i oy -1, (gx di)®
using equations (22) and (26) we have f,; < f, +Ul(—c )—|| "2 ...(27)
dy
now using the relation |g, [d cosy, =-gxd, where y, is the angle between
g, and d,.
then the equation (27) can be written as f,; < f, +t|g,|cos® , ...(28)
where 1= 222" ang 5 o, e(o,%)
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summing the expression in equation (28) and since f is bounded below, we
obtain

2
20052 7elai]” <o ...(29)
assuming that cos? 5, >¢& >0 for all k, then we conclude that

lim g, =0 ...(30)

5. Numerical results

The comparative test involves eleven well-known standard test
functions(given in the appendix) with different dimensions. The results are
given in the Table(1l) is specifically quoting the number of function
evaluations (NOF) . All programs are written in FORTRAN 90 language

and for all cases the stopping criterion is taken to be ||g,,,||<1x10™°. The

results are given in table (1):
Table (1)
Comparison results between the new (NSCG)

and Birgin spectral standard SCG for ,BFR

g =2l o,
Test Function N K ld.| a, =1 a, :W o, =1
k
[ ] 1}
1000 44 | 35 | 44 I 32 |
_ . 5000 | 101 I 40 I 99 I 161 I
[ Trigonometric 1 04 | 86 | 40 | 86 | = |
1000 59 92 64 121
Extended 5000 60 92 64 106
Rosenbrock 10000 64 99 64 105
1000 662 431 513 364
Perturbed Quadratic | 5000 1239 833 1351 938
10000 1504 1198 1703 2001
1000 1619 622 636 591
Raydan 1 5000 # 873 # 2327
10000 # # # #
1000 307 388 337 344
Diagonal 2 5000 486 826 747 830
10000 522 1189 et — 1200
Generalized 2000 54 42 320 469
I Tridiagonal-1 5000 429 185 732 537
I 10000 1324 325 1666 321
3000 1769 116 5663 195
| Exponential Terms ‘ 4000 1911 || 181 1524 425 ||
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e—— 10000 2634 n 438 n 4364 n 768 n
Generalized PSC1 5000 # # # #
1000 172 152 147 590
Extended Powell
M | 3000 | 146 I 179 I 183 Il 2062 I
M | 5000 | 158 Il 155 I 178 Il 712 I
"1
1000 37 141 43 46
Extended Maratos
| 6000 | 37 I 141 l 39 l 307 I

1000 184 71 184 81
Extended Wood

I | 5000 | 192 I 71 Il 202 Il 79 l

IL | 10000 | 178 [l Z4 Il 188 Il a3 I|

|| Total | 16076 I 9170 1 24970 I 16257 |

From Table (1) taking the standard Birgin (SCG) as %100 NOF we

can get the following values.

Table(2)
NOF+NOG
_ ak—lHdk—lH a, =1
o =——
.
Standard SCG 100% 100%
New SCG 64% 56%

From table (2) it is clear that the new proposed algorithm with it’s
both versions has an improvements of about (33-36)% NOF according to

our selected number of test functions.
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6. Appendix :

All the test functions used in this paper are from general literature:
1. Extended Trigonometric Function

i=1

f(x) :Zn:((n—znlcosxjhi(l—cosxi)2 , Xo =[0.2,0.2,...0.2]"
1

2. Extended Rosenbrock Function
n/2

f) = D el —x5ia)? + 10— Xpi1)° L X =[-121..-1.21]
i=1

3. Perturbed Quadratic Function
= Vi 1 ; )2 _ T
f(x) = Zﬂ:lxi + 100 (;X.) . X, =[05,0.5,...0.5]
4. Raydanl Function
f(x) = Zﬁ(exp(xi)—xi) . Xo =[]

i=1
5. Diagonal2 Function

f(x) = Z (exp(xi)—?) )Xo =[1/11/2,...1/n]"

i=1
6. Generalized Tridigonal-1 Function

n-1
f(X) = D06 + %11 =3)7 + (% = Xg +1)* . X =[22..21"
i=1

7. Extended Three Exponential Terms
n/2
f(x) = Z(EXp(Xzi—l +3X,; —0.1) +exXp(Xp;_y —3Xp; —0.1) +exp(—Xy_; —0.1) ,
i=1

%o =[0.5,0.5,...0.5]"
8. Generalized PSC1 Function

n-1
f(x) = Z:(xi2 +X21XiXi1) 2 +sin?(x;) +cos?(x) , X, =[3,0.1,...3,0.1]"
i=1
9. Extended Powell Function
f(x) =

n/4

Z (X3 + 10X4i—2)2 +5(X4i4 — Xy )2 +(Xgip — 2X4i—1)4 +10(X4i-3 — X4 »* o,
i=1

% =[3-101,...3-1,01]"
10. Extended Maratos Function
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n/2
f(x) = Z Xpi g +C(XGig + X5 1)
i1

11. Extended Wood Function

nl/4

2

X =[1.1,0.1,...1.1,0.1]"

f(x)= ZlOO(XEH ~Xgi2)” + (Xaig — D +90(X5i 1 — Xgi)? + (L= X44)° +
i1

10.4 (X412 — D)% + (Xgy ~DI+19.8(X4 5, ~ DXy -1

79
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