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ABSTRACT
Some algebraic properties of the sharp points of the joint numerical
range of a matrix polynomials are the main subject of this paper. We also
consider isolated points of the joint numerical range of matrix polynomials.
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1- Introduction:

Let AeM, be the algebra of nxn complex matrices. The classical
numerical range of A is the set of a complex numbers W(A)={x*Ax:
xeC"x*x=1} where C" vector space (over C) of complex n-vectors [6].
There has been many generalizations and applications of the classical
numerical range, see, for example[6]. In the following,
we consider a generalization of the classical numerical range.
Suppose  p(A)=A A"+ A A"t H L+ AL+A, IS a matrix polynomial,
where  Ao,ALAz,....,AmeMn and A is a complex variable.
Define the joint numerical range of p(4) as
INR(P(R)) ={(X" Agx, X AjX,...x A,x):xeC":x"x=1} [9].

This generalized joint numerical range has been discussed by [9]. On the
other hand The joint numerical range of matrix polynomials, being a
continuous image of the unit sphere, is compact and connected but not
necessarily convex; see Binding and Li [3]. Its convex hull is denoted by co
{INR( p(2))} and it plays an important role in the study of damped vibration
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systems, with a finite number of degree of freedom [7] and it is useful in
various theoretical and applied subjects (see[1,2,3,4 and 5]) and their
references. The aim of this paper is to give some algebraic properties of the
sharp points of the joint numerical range of matrix polynomials, we also
consider an isolated point of the joint numerical range of p(x) .The rest of

this paper is organized as follows: In section 2, we present definitions and
some basic results which will be used in this paper. In section 3, we prove
that if 4, is a sharp point of the joint numerical range of the linear pencil

AM —B, Ak, =By, . Ajh, —B, then zero is a sharp point of
INR(AA, — B, Ajhy =By, ., Ayh, =By ).and if A, is an isolated point of
INR(p(1)), then p(ry)=0 .

2- Preliminaries:

In this section, we present some definitions and basic results on joint
numerical ranges of matrix polynomials.

Definition 2.1 [8]

A point A, eNR(p(1r))is called a sharp point of NR(p(1))if for a
connected component w, of NR(p(1)) there exists a disk centered at Ao and
with radius r S(x,,r), r>0 and angles ¢, and ¢, with 0<¢; <, <2n Ssuch
that

Re(e"%y)=max{Rez: ez e w(p(1)) N S(Xy.r)},
foralloc[¢,,9,].
Definition 2.2 [6]

A matrix AeM, is said to be unitary ifA"A=1, if in addition
AeM  (R) then A is said to be real orthogonal.

Theorem 2.3[6]

If A e M, the following are equivalent.

a) Aisunitary.
b) Aisnonsingularand A" =A™,
c) AAT =1.
d) A" Is unitary.
Proposition 2.4 [6]

Suppose that  Q(A,t)=Cp)A" +CpryyA™ +..4Cyyh+Cy IS @
polynomial matrix in A where the coefficient C;,, depend continuously on
the parameter 0<t<e and C,,,#0 forevery o<t<e then m roots Ajq);

j=1,2,...,m of the equation Q(A,t)=0 are continuous functions in te[0,g).

130



Joint Numerical Range of Matrix Polynomials

Definition 2.5 [6]

An n-by-n Hermitiat matrix A is said to be positive definite if
X Ax>0 forall non—zeroxeC".
Definition 2.6 [6]

A matrix BeM, is said to be positive semi-definite if x*Bx >0 for
all xeC"

Definition 2.7 [6]

The matrix adjoint A* of AeMn(C) is define by A*=AT where A" is
the component-wise conjugate, and AT is the transpose of A.

Definition 2.8 [6]

The matrix AeMy(C) is said to be Hermition if A=A* it is skew-
Hermition if A=-A* and for any AeMn(C) can be written A=(A+A*)/2
+(A-A*)2=H(A)+S(A) where H(A) =(A+A*)/2 the Hermition part of A,
and S(A)=(A-A*)/2 is the skew-Hermition part of A.

Definition 2.9 [6]

Let p, be an element of anon-empty set A, we say that p, is an

isolated point of A if 3N, (py)suchthat N,(py)A={p,}

3- Properties of Sharp points

In the following, we will restrict ourselves to the definition of sharp
points. The next theorem gives a connection of these points with respect to
the origin as a joint numerical range of matrix polynomials.

Theorem 3.1

Suppose that x, is a unit vector such that 0=x;AxX,...0 = x;Ax
belongs to the joint numerical range of A, A,,.A, eM, if xX"Ax,...x Ax
have non-negative real parts for all x of the neighborhood
S(xp.8)={xec" :|x=x[, <e} then A +A ,..A +A are positive semi-
definite.

Proof:

Let a;,,,...A, be the eigenvalues of each of the Hermitian matrices
A+A LA, + A, . We see that x" (A + A )x=y; Dy, ,...x (A, + A, )x=y, Dy,
where D = diag(%;,A,,...A, ), Y =u"x and u is a unitary matrix. For
Yo =U"X =[Y1.Y5 ¥n 1" wehave yoDy, =Aqly|* +..4 2]y =0 (%),

since, [ly—y,|, =|u” 2||x—x0||2 =[x-%,[, . and Re(x A;x)20,...Re(x A;x)20

for all x € S(x,,e), there exists a neighborhood S(y,,e) such that
y Dy =0 for any y€ S(y,,e). Now in (*) assume that A, <0 consider the
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vector ys =y, +8e, =[y;..y, +8..y,1" Where 8cC such that 0<[s|<e and
vk +8|>|yc|.Then for a vector y, of the neighborhood S(y,.e) we have
YsDYs = ha|Va|” + ot M| Vie + 8 + ot Anlynl” = M (|yi +8° +|yie|*) <0
which is contradiction. Therefore 4, >0 for k=1,2,...n and D >0. Hence
the matrices A + A ,....A, + A, are positive semi-definite.
Theorem 3.2

Suppose X, is a unit vector such that 0=x;Ax,...0 = x; A, x belongs to
the joint numerical range of A ,A,,..A, eM, If xX'Ax=0,..x"Ax=0 for all
XE S(X,,e) then A =A, =..= A, =0.

Proof:
For the matrices A ,A,,...,A, We consider the Hermitian matrices,

1 1 1
H(A1)= E (A1+A2*),H(A2)= E (A2+A2*),. . .,H(An)zg (An+An*) and

1 1 1
S(A)= - (AA)SA)= 3 (AR S(A)= - (A-Ar) then from the

hypotheses that x]Ax, =0,...x;A,x, =0 and x Ax=0,..x A,x=0 for any
XES(x,,e)it is clear that  x;H(A )X, =0,..x;H(A,)x, =0 and
X H(A)x=0,..xXH(A,)x=0  for  each X € S(X,,&) and  also
%o S(A )X, =0,...x;S(A, )X, =0 and X S(A)x=0,..x S(A,)x=0 for each
X€ S(x,,e) thus by Theorem (3.1) we have H(A ),H(A,),...H(A,) and
S(A),S(A,),...S(A,)are both positive semi-definite and negative semi-
definit and this implies that H(A )=S(A)=0,...H(A,)=S(A,)=0,then
A =H(A)+iS(A)=0,..., A, =H(A,)+iS(A,)=0.
Theorem 3.3

Let A,A,.A,eM,and x,be a wunit vector such that
Xo AX=X, Ax=..=X, A,x=0 belongs to the joint numerical range of
ALA,,...A,, then zero is a sharp point of joint numerical range of
ALAo,... . An if and only if there exists
£>0, ¢ and ¢, suchthat ¢, <arg(x Ax)<d,,0; arg(x Ax)<d,...,
o <arg(xX Ax)<¢, with ¢,-¢,<n forall xeS(x,,e).
Proof:

Suppose there exists €>0, ¢, and ¢, such that ¢, <arg(x* AX)< ¢,,

3
@y <arg(x* Ayx)<@,,..., ¢p<arg(x* A\x)<g,. If leg—(Pl and w, :?n—(Pz
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then O<wo-wi<z,and for the matrices e™A +e™A", e™A, +e™A,,
eiWAn _ e—iwAn*
We  have Xo (e™A +e ™™ A" )x,=0, Xy (e™A, +e™™ A5 )x,=0,

ceey

Xo (™A, +e ™A )x,=0 , and Re(x*eiWAlx):%x*(ei‘”Al+e‘iWA1*)st,
Re(x*eiWAzx)zéx*(e“’"Az+e‘iWA2*)x£O,...,

Re(x*e™ A, x)= %x"‘(eiWAn +e ™A ")x<0,

for any we[w;,w,] and for all xeS(x,,e).Therefore by theorem (3.1) the
matrices e™A +e ™A, e"A, +e ™A, .., eVA +e ™A " are

non-negative semi definite and max{x*(e"A +e ™A )x:|x|=1}=0,
max{ x*(e™A, +e ™A, )x:|X|=1}=0,..., max{x*(e" A, +e ™A " )x:[x|=1}=0,
for any we[w,,w,] thus max{Rez: zece™ INR(A,,A,,...A,)}=0this means
that the origin is a sharp point of the joint numerical range of A1,Az,...,An.
Conversely, assume that zero is a sharp point of the joint numerical range

of Ar,Az,...,An, then by the definition of sharp point there exists wi and w»
belongs to [0,2x], such that for each w belongs to [wi,w2],

max{Rez: ze INR( e™(A,,A,,...,A,))}=0, where w, :g—(pl and w, =37“—<p2,

so this implies that max{ x*(e"A +e™ A" )x:|x

|=1}=0, ...,

max{ x"(e" A, +e ™A " )x:|x|=1}=0,because x*(e™A +e™A" )x=
Re(x*e™Ax),..., x*(e™A, +e™A, " )x=Re(x*e™A,x), we obtain that
arg(x* Ax),arg(x* A)x),...,arg(X Ax)  belongs to [¢;,0,] Where

3 T
P~ :(?—Wz)—(E—W1)<TC-

Theorem 3.4

Let A, be a sharp point of the joint numerical range of the linear
pencil AXx, -B;,AA, —B,,....A A, —B,.Then zero is a sharp point of
INR(A L, =B, Ady =B, Ajhy — By ).
Proof:
By the equality INR(A (A +2o)- B Ay(Ay +25)-By s Ap(Ay +20 )-Bp ) =
INR(AA; - By, Agky =By Anhn - B ) -2, SINCE A IS a sharp point of
INR(AL, - B, Ah, -B,,...,.A A, -B,, ). This implies that zero is a sharp point
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of INR(AA; +(Ary — By ), Aky +(Ahg — By ) Anhy +( Ak — By ), thus there
exists a vector x, such that x,(Ax, B;)X, =0,...%,(Azh, Bp)x, =0 and
XoA X, =k, #0,..x A %, =k, #0 . It is not possible to have
Xo(Akg =By )Xo = Xg AXg = 0,%5 (Askg =B, )Xo = X AgXg =0, Xg (Ao =By )Xo =
Xg ApX, =0 because INR( AL, + ALy — By, Aky + Ak — By, Avhin + Ano — By )
=C". Since zero is a sharp point of JINR(AA; + AL, -B;, Ak, + A0, -B,,
coAnkm + Anko -By ), there exists 1, r,,...,r, >0 such that for any complex
number

Yy, = 'X*(Af‘o = BX (0,6 )NDy < AxX > +hg< AXX > ~B,]

X AX
Yx, = X (A27‘A°2 B, )X ¢ S(0,6, )N[A, < AgX,X > +Ao< AgX,X > -B, ] .

X X
Yy, = — (A“}/::n B )X ¢ 50,6 YN[ < A XX > 4+hg< A XX > ~B,, ] -

X X
We have b, < arg(w) < ¢,

X AX
— X (Anho =B )X
¢ < arg( CAx )< b

with each ¢,-¢, <n.Moreover, by the continuity of the functions
Fa(X) = X AX Fp(X) = X Ak, R (X) = X Agx - and By (x) = X (Akg — By )X,

e Fom(X) = X (Ayh, — By )x fOr any e>0 there exists a neighborhood S(x,,5)
such that for any xeS(x,,8) X AX,X Ax,...xX A,x belong to S(ky;,&),...S(Ky€)
respectively —and vy, .y, ...vx belong to  Si(0,r1),S>(0,r2),...,Sm(0,m)

respectively.
thus by equation arg(x*Alx)+arg(y, )=arg(x*(Aixy-B1)x), arg(x*Axx)+

arg( vy, )=arg(x*(Azxy-B2)x),....arg(x*Amx)+arg(y, )=arg(x*(Amx,-Bm)x),
we have that each of arg(x (A4, — B,)X),...arg(x (A, 4, — B, )x) belongs to
the [6,,0,]1for any xeS(x,,8)and for suitable 6,,0, with 6, -6, <n. And
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then by Theorem (3.3) it is clear that zero is a sharp point of the
INR(AL, — B, Ay =By, Aph — By ).

Degenerate cases of sharp points are the isolated points, and we have
the following statement:
Theorem 3.5

Let p(A)=AA"+A, A"+ . +AL+A, be an nxn matrix
polynomial such that zero does not belong to the joint numerical range
INR(A,,) of the leading coefficient matrix. If 1, is an isolated point of the

joint numerical range JNR( p(%, ))then p(1,)=0.
Proof:

Assume x,=0 then there exists a unit vector such that
<Ajx,x>=0,j=012,...m. This means that <Axx>=0, now Iif
< Ayy,y>=0 for any unit vector y then the matrix A, satisfies A, =0. We
assume that there exists a unit vector y with <A;y,y>#0;j=012,...m i.e.
<A,y,y>»0. We consider a polynomial
Q(A,t) =< A, (cos T x+sinEy),(cos T x +sinZy)>A" + ..+ < A(cosZx+sinTy),
(cosEx+sinZy)>h+ < Ay(cosE x+sinZy),(cosZ x+sinZy)>.This satisfies
< A, (cosZx+sinzy),(cosZx+sinZy) >»0, because zero does not
belong to the joint numerical range of the leading coefficient A, . Now it is
sufficient to prove that there exists a sequence (t,) for which t tends to
zero as n tends to infinity and Q(r,.t,)=0,at first we fix O<t<l the
condition Q(0,t) =< A, (cosZ x +sinZ y),(cos Z x +sinZy)>=0, is equal to
< Aj(x+tan(£)y,x+tan(‘2)y >=0 on the other hand we consider the function
<A (x+sy),x+sy>=s, Where we have <A y,y>=0 by the choice of the unit
vectory. <Ax,y>+<A)y,x>=0 then we have <A (x+sy),x+sy>#0
for sufficiently small s>0 and if <Axy>+<Ayx>=0 then we have
<A (x+sy),x+sy>=s?<Ay,x>+0.Thus we conclude that Q(0,t)=0 for a
sufficiently small t>0 so that <A, (x+tan(‘#)y,x+tan(*f)y>=0. Hence the

equation Q(A,t)=0 in A has m roots by the fundamental theorem of algebra.
The roots of the algebraic equation depends continuously on the coefficient,
hence P(0)= Ao=0
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