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In this work the concepts of the pattern recognition was used to recognize printed Arabic characters, and the Fractal geometric dimension method was used.
The input for the system is image, with bitmap format, then the image of character is recognized, and after that it is feeding to the OCR system. A feature space containing the values of the fractal dimension for the letters of Arabic was constructed. These features were used in the recognition phase. In this phase a comparison was made between the values in the feature space and the values of the letter inputs to be recognized, the comparison was done by the minimum Euclidian distance. Results of this work are $75 \%$ succeeded. And Matlab 6.5 is used to write the functions and subroutines for this work.
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## 1. Introduction :

The word fractal dimension was used at the first time in the geometry area by the scientist Mandelbrote, which is made a big changes in the area of dealing with the natural images that is containing natural parts like trees, mountains, clouds, cost borers, ... etc [10]. The calculation of fractal dimension is done by depending on self similarity, which is depending on dividing a shape into many parts, each part is similar to the base shape, and the process of dividing to smaller parts gives the same results. This means that the image is the same if the vision measure is changed [10].

For understanding the fractal dimension in a better way, specially in the area of images, it is important to mention topological dimension [4]. The topological dimension for a strait line or curve is one, for two dimensional shapes or surfaces is two, like square and rectangle, and for three dimensional shapes like cylinder or cube is three.

But the topological dimension for strait lines and curves in the natural shapes like borders, mountains, clouds, trees, or sky is very difficult to determine its dimension, because of the difficulty of using normal geometry to determine the dimensions for this type of shapes, therefore the fractal dimension are used for these types of shape [1].

## 2. Image Segmentation :

Image segmentation is counted as one of the most important steps that are used in image analysis for the purpose of shape recognition, and this is done by recognition of symmetric area in the image according to some properties of symmetry. Image segmentation is counted as the critical step in almost all computer vision problems, because there exists many factors that effect the quality of the segmentation, that is selecting the proper algorithms for feature extraction in addition of classification algorithms [2].

Fractal is one of the good ways for constructing and analysis of natural texture. Many researchers used fractals directly as measure for texture. The estimation of fractals is done either through frequency domain by estimating degree of curve deviation of the logarithm of power stream, or through spatial domain by using different methods like, box counting algorithm or two dimension variation algorithm for the calculation of fractal dimension.

The Koch Curve [see fig.1] shows the way of drawing a picture by using fractal dimension, at the first the straight line is segmented into three equal parts, the middle segment is exchanged by two segments that their length is the same as cutting size, so they get four segments with same size, each one is $1 / 3$ total length of the segmented line. Second each segment is exchanged by three segment and so on, by a few steps they get a complicated shape by using simple formats [10].

The method that is used for calculating fractal dimension is HausdroffBescovitch dimension, which is the simplest method for fractal dimension calculation [9]. In this method the image is divided into parts, the size of each of them is (r) and $\mathrm{N}(\mathrm{r})$ is the number of parts to cover the image [4].
the simplest way to calculate the volume of any element is by cutting the element into cubs [see fig.2] of volume (r), then calculates the number of cubes to cover the element $\mathrm{N}(\mathrm{r})$.


Koch curve


Figure (2)
Calculating strait line size
The length of a strait line is calculated by the following equation:
$\mathrm{N}(\mathrm{r})=\mathrm{L}_{0} / \mathrm{r}$
Where $\mathrm{N}(\mathrm{r})$ : is the number of the segment got .
$\mathrm{L}_{0}$ : is the line total length , r :is the size of the segment.
Thus the length of the line equal to $\mathrm{L}_{\mathrm{o}}$ according to the following formula:

$$
\begin{equation*}
L=\lim _{r \rightarrow 0} N(r) \cdot r=\lim _{r \rightarrow 0} L_{0} r^{o}=L_{0} \tag{2}
\end{equation*}
$$

L will be approximately equal to the length of the line and independent on r [6]. Then for matching the area, the number of squares that is recoded to cover the points on the line is $\mathrm{N}(\mathrm{r})$ and the area of each square $\mathrm{r}^{2}$, the area A is calculated as follows :

$$
\begin{equation*}
A=\lim _{r \rightarrow 0} N(r) \cdot r^{2}=\lim _{r \rightarrow 0} L_{0} \cdot r^{1}=0 \tag{3}
\end{equation*}
$$

And the volume V as follows :

$$
\begin{equation*}
V=\lim _{r \rightarrow 0} N(r) \cdot r^{3}=\lim _{r \rightarrow 0} L_{0} \cdot r^{2}=0 \tag{4}
\end{equation*}
$$

Both A and V go towards zero when (r) goes to zero, therefore the important measure is the length of the line.
To calculate the surface size [see fig.3], the normal measure is the area A where :

$$
\begin{equation*}
A=\lim _{r \rightarrow 0} N(r) \cdot r^{3}=\lim _{r \rightarrow 0} A_{0} \cdot r^{0}=0 \tag{5}
\end{equation*}
$$

The number of the squares required to cover the surface is $\mathrm{N}(\mathrm{r})$ [4].
And the volume is calculated by :

$$
\begin{equation*}
V=\lim _{r \rightarrow 0} N(r) \cdot r^{3}=\lim _{r \rightarrow 0} A_{0} \cdot r^{1}=0 \tag{6}
\end{equation*}
$$

By this, it is possible to connect the length with surface where :
$V=\lim _{r \rightarrow 0} N(r) \cdot r^{3}=\lim _{r \rightarrow 0} A_{0} \cdot r^{1}=0$


Figure (3)
Surface size
The length deviates when (r) is approaching zero, by this way, the best measure for the surface is the area, and for the fractal dimension the volume is generalized by depending on the following function :
$\mathrm{h}(\mathrm{r})=\mathrm{y} . \mathrm{r}^{\mathrm{d}}$, and used to cover the surface ( S ) to form the measure $\mathrm{M}(\mathrm{d})=\square \mathrm{h}(\mathrm{r})$, where r is geometric factor [4], generally the value of $\mathrm{M}(\mathrm{d})$ is 0 or infinity when ( r ) gets close to zero depending on the value of (d), Hausdroff-Becovith dimension for $(\mathrm{S})$ is the critical value for (d), when $M(d)$ is changed from zero to infinity [3].
Where :

$$
M_{d}=\sum \gamma \cdot r^{d}=\gamma \cdot N(r) \cdot r^{d} \xrightarrow{r \rightarrow 0}\left\{\begin{array}{l}
0, d>D_{H}  \tag{8}\\
\infty, d>D_{H}
\end{array}\right.
$$

For Koch curve [see fig.4], the line is divided into four equal parts each of which of length $1 / 3$ (first the straight line is segmented into three equal parts, the middle segment is exchanged by two segments that their length is the same as cutting size, therefore it will be four equal part) where $\mathrm{N}=4, \mathrm{r}=1 / 3$ and for the calculation of Hausdroff-Becovith dimension the following equations are used [5] :

$$
\begin{align*}
& N=r^{d}  \tag{9}\\
& d=-\frac{\log N}{\log r} \tag{10}
\end{align*}
$$

The value of the fractal dimension for Koch curve is as follows :

$$
d=\frac{\log 4}{-\log 3} \cong-1.26
$$



Figure (4)
Slope of Koch curve

## 3. Self Similarity :

After calculating the fractal dimension using Hausdroff-Becovith dimension, now it is possible to define the value fractals as the distance between HausdroffBecovith dimension and topological dimension, this definition is only for the field of dealing the natural part of images, the property of self similarity is the most important property of fractals, that can be visualized in many examples like cost borders, Koch curve, mountains, clouds, .... etc.

For studying property of self similarity in the shapes of one dimension like straight line, then dividing the line into $(\mathrm{N})$ of equal parts, size of each of them is (r) [see fig.5].
Where :

$$
\begin{equation*}
r=\frac{1}{N} \tag{12}
\end{equation*}
$$

Where $(\mathrm{N})$ is the total number of segments.


$$
\begin{equation*}
r=\frac{1}{\sqrt{N}} \tag{13}
\end{equation*}
$$

dimension )
For the three dimensional shapes like cube the shape is divided into equal parts where :

$$
\begin{equation*}
r=\frac{1}{\sqrt[3]{N}} \tag{14}
\end{equation*}
$$

The property of self similarity for elements, where the elements are divided to $(\mathrm{N})$ similar elements, all pieces have the same size according to the factor (r) for the element, the fractal dimension is as follows :

$$
\begin{align*}
& r=\frac{1}{\sqrt[d]{N}}  \tag{15}\\
& N=\frac{1}{r^{d}} \tag{16}
\end{align*}
$$

When similar elements ( N ) found using (r) for the element completely the fractal dimension is as follows :

$$
\begin{equation*}
d=-\frac{\log N}{\log r} \tag{17}
\end{equation*}
$$

## 4. The Fractal Geometry and Self Similarity :

The fractal geometry depend on the property of self similarity, that means, if a shape is divided into number of parts, each part is similar to base shape, a predetermined scale is used to segment the shape into parts depending on the scale and the number of parts which is got the calculation of fractal dimension for the shape [10]. There are many methods for calculate the fractal dimension [8] :

1. Box counting method.
2. Two dimension variation method.

### 4.1 Box counting method :

Box counting method is the easiest and simplest method for calculating the fractal dimension for binary images [4], this algorithm based on dividing the image into number of squares of equal size (r) (which represent the number of pixels in each square), and this after changing the dimension of the image to be dividable, then calculate the number of squares that is needed to cover the shape, and calculating the logarithm of the number for the squares per the logarithm of (r) as follows :

$$
\begin{equation*}
d=-\frac{\log N}{\log r} \tag{18}
\end{equation*}
$$

This process is repeated with changing the value of (r), then calculate the dimension again, this is stopped when there is no changes in the value [10].

### 4.2 Two dimension variation :

This method is the best method for calculating the fractal dimension for the gray scale images according to the factor (r) [4], calculating the fractal dimension using this method, the center of the image is determined using a predetermined scale and defining value ( r ), then calculating the scale of each square and calculating the logarithm of it, these steps are repeated and changing the scale of $(\mathrm{r})$, where r can be $[3,5,7,9, \ldots]$ the logarithm $\mathrm{N}(\mathrm{r})$ and logarithm of (1/r), then (D) is calculated according to the following equation :

$$
\begin{equation*}
D=3-\frac{F}{2} \tag{19}
\end{equation*}
$$

## 5. Implementation details

When we study the result of our study about some character we find that we must know this points which help us to recognize the character in a good manner .these points stored in a data base which useful in our work ,These points must be considered to help us to recognize the character, these points are:

1. the character .
2. Style of character
3. Font of character.
4. Size of character .
5. Size of the picture of the character before and after treatment .
6. Number of pixels before and after treatment .
7. The picture of the character after truncation
8. The picture of the character after thinning .
9. The value of fractal dimension .
10. Number of iteration.

This work have three main steps :
1- Truncation

The picture of the character after we cut all the spaces in it give a good results for recognition ,So this table explain that :

Table (1) the effect of truncation about fractal dimension for the letter( )

| Fractal <br> (after truncation) | Fractal <br> (before truncation) | Size | font | character |
| :---: | :---: | :---: | :---: | :---: |
| 1.08264 | 0.55185 | 10 | Simplified Arabic | $ب$ |
| 1.18253 | 0.754255 | 12 | Simplified Arabic | $ب$ |
| 1.20767 | 0.808289 | 14 | Simplified Arabic | $ب$ |
| 1.2221 | 0.87449 | 18 | Simplified Arabic | $ب$ |
| 1.24842 | 0.921605 | 24 | Simplified Arabic | $ب$ |

Table (2) the effect of truncation about fractal dimension for the letter( ن)

| Fractal <br> (after truncation) | Fractal <br> (before truncation) | Size | font | character |
| :---: | :---: | :---: | :---: | :---: |
| 1.04421 | 0.49333 | 10 | Simplified Arabic | $ن$ |
| 1.11695 | 1.00377 | 12 | Simplified Arabic | $ن$ |
| 1.12986 | 0.373082 | 14 | Simplified Arabic | $ن$ |
| 1.16215 | 0.863197 | 18 | Simplified Arabic | $ن$ |
| 1.2377 | 0.99117 | 24 | Simplified Arabic | $ن$ |

## 2- Thinning

The picture of the character after we reduce the pixels in it give a good results for recognition ,So this table explain that :

Table (3) the effect of thinning about fractal dimension for the letter( ب)

| Fractal <br> After thinning | Fractal <br> After truncation | size | font | character |
| :---: | :---: | :---: | :---: | :---: |
| 1.32205 | 1.08264 | 10 | Simplified Arabic | $ب$ |
| 1.37637 | 1.18253 | 12 | Simplified Arabic | $ب$ |
| 1.34473 | 1.20767 | 14 | Simplified Arabic | $ب$ |
| 1.3666 | 1.2221 | 18 | Simplified Arabic | $ب$ |
| 1.39407 | 1.24842 | 24 | Simplified Arabic | $ب$ |

Table (4) the effect of thinning about fractal dimension for the letter ( )

| Fractal <br> After thinning | Fractal <br> After truncation | size | font | character |
| :---: | :---: | :---: | :---: | :---: |
| 1.29777 | 1.04421 | 10 | Simplified Arabic | $ن$ |
| 1.34888 | 1.11695 | 12 | Simplified Arabic | $ن$ |
| 1.34944 | 1.12986 | 14 | Simplified Arabic | $ن$ |
| 1.32736 | 1.16215 | 18 | Simplified Arabic | $ن$ |
| 1.38983 | 1.2377 | 24 | Simplified Arabic | $ن$ |

## 3- compute fractal dimension

after we do above operations we find the value of fractal dimension using box counting method and then compare this value with values stored in the database ,then know the character. The table (5) and the figure (6) show that the value of fractal dimension was stable when the size of character was variant , which give a study about the relation between the fractal dimension and the size of character and show the number of iterations needed to compute fractal dimension.

Table (5) the relation between the fractal dimension and the size of character

| Number of iterations | Fractal dimension | size | character |
| :---: | :---: | :---: | :---: |
| 4 | 1.12271 | 10 | $ت$ |
| 4 | 1.19613 | 14 | $ت$ |
| 5 | 1.1822 | 18 | $ت$ |
| 5 | 1.18392 | 22 | $ت$ |
| 5 | 1.18024 | 28 | $ت$ |



Figure (6)
The stability of fractal dimension when the size was variant

## Conclusion:

In this research an algorithm based on the value of fractal dimension was applied as a feature of printed Arabic character, we find that we can use fractal dimension to recognize printed Arabic character. There are many operation we do to got our results such as truncation and thinning, the truncation operation reduce the time of the recognition operation and thinning operation give the ability for high recognition and reduce the number of iteration until finished compute the fractal dimension. Practical application of our research provide high stability for the value of fractal dimension when the size of character was variant. for the future work we may connect the values of fractal dimension with a neural network which itself do the recognition operation.
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