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Abstract: 
       Using wireless sensor network technology in structure health monitoring applications results 

in generating large amount of data. To sift through this data and extract useful information an 

extensive data analysis should be applied. In this paper, a Wireless Sensor Network (WSNs) is 

proposed for the oil pipeline monitoring system with proposed method for event detection and 

classification. The method depends on the Principal Component Analysis (PCA). It applied to 

features extracted from vibration signals of the monitored pipeline. These vibration signals are 

collected while applying damage events (knocking and drilling) to the oil pipeline. PCA is applied 

to features extracted from both time domain and frequency domain. The results manifest that this 

method is able to detect the existence of damage and also to distinguish between the different 

levels of harmful events applied to the pipeline. 
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1. Introduction
With the fast evolution of oil, manufacture oil 

transportation has become more important in 

economic expansion. In some cases, the most 

serious damage to transport networks is artificial 

damage such as ramming, drilling, steel pipe 

knocking, vehicle movement, etc. to steal oil. At 

present, the prevailing methods of judging 

damage are the process of observation of the 

difference between the pump station and the 

other, when the pressure is below the required 

level, then the guess is the existence of damage in

oil pipe. Determine the damage area, depending 

on the human teams which in turn exploring 

along the pipe path [1]. Monitor the sensitivity of 

these methods are minimal and are obtained 

exclusively warning after the occurrence of the 

damage. The immediate problem to be solved in 

the detection and prevention interventions by 

pipeline damage or damage potential, but without 

causing any damage. This field currently is an 

active research area. Fang Wang et al., [2] 

suggested the method of detecting the leakage of 

the pipeline using statistical features in the time 

domain of acoustic sensors. These features are 

taken from the normal (not leakage) sample 

signals. The vector size of the extracted features 

is reduced with the PCA method. The model will 

be feeding Support Vector Data Description 

(SVDD) trainer features acoustic signal in real 

time. If the output function of a positive decision, 

it means that the input signal is abnormal 

otherwise, the signal is normal. In [3] authors 

offer the advantage of extracting the vibration 

signal detected by fiber optic along the crude oil 

pipeline and the Independent Component 

Analysis (ICA) warning system. It can be used 

for fiber-optic distributed along the pipeline to get 

the vibration signal as well as to determine the 

leak site and third-party intervention. ICA is 

applied to separate optical fiber vibration signals 

from each other, and the relevant signal is 

extracted. In [4], the authors offer the advantage 

of the extraction and integration of multiple 

sensor data in the system of monitoring and pre-

warning to secure the pipeline based on multi-

seismic sensors. The seismic signals are 

processed and extracted the features in respective 

modules. Empirical Mode Decomposition (EMD) 

was used to analyze signals. 

Test devices are composed of many seismic 

sensors and units of data acquisition and 

processing. The unit displays three typical target 

signals respectively, namely individual walking, 

car moving, and manual drilling. In [5], 

researchers provide an analysis of the 

effectiveness of statistical time domain features in 

determining the vibration signal error. The 

authors attempted to use the time domain feature 

to determine the characteristics of mechanical 

failure of the engine induction. Algorithms are 

used to determine the features to improve 

accuracy and reduce the burden of the arithmetic.

In this paper, we studied and developed a novel 
pipeline security monitoring and early warning 
system by using WSNs based on PCA. This 
system consists of data acquisition units that 
propagate along the pipeline. These sensors and 
units collect and analysis vibration signals 
resulting from different targets. The vibration 
signals are analyzed to obtain useful features. 
Usually, raw signals are not adequate to identify 
the existence of a damage; therefore, damage 
features are extracted from the time domain, 
frequency domain, or time-frequency domain 
analysis [7].

2. Architecture of oil pipeline monitoring 
system
The proposed oil pipeline monitoring system 

based on WSN illustrated in Figure 1. The system 

consists of two sensor nodes mounted at the end 

of 2m carbon steel oil pipeline, and one base 

station connected to the computer [8]. Base 

Station node (BS node) or “Monitoring Node”: 

consists of MCU unit and ZigBee module 

connected via USB serial cable to the PC. End 

Points node (EP node) or Vibration Sensing 

Nodes: These nodes sense the vibration and send 

their readings to the monitoring node. Each one 

of these nodes consists of MCU unit, ZigBee 

module, vibration sensor (accelerometer) and 

Direct Current (DC) power supply. The distance 

between sensors is 1.8 m. The pipe mounted on 

one stand in each end. In this work, a real time 

vibration signals resulting from the damaging 

activity on pipe are captured by the accelerometer 

of each node, and transmitted wirelessly through 

base station to the computer. The position of (X-

Y-Z) axis of the installed accelerometer for each 

node on the pipe shown in Figure 2.
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3. Test scenarios
For the purpose of this paper we subjected the 

pipe to both knocking and drilling events These 

events were applied using a hammer and a 

handheld electrical drill. To achieve consisting 

reading measurements of the two sensor nodes 

were averaged before sending the data to the base 

station. Figure 3 shows the real time vibration 

data captured by accelerometer without any 

damaging event (healthy state of the pipeline). It 

was observed that signals amplitude varied from 

one axis to another. This is due to the position on 

which the accelerometer is installed on the 

pipeline as we illustrated in Figure 2. The values 

of the amplitude of health status on the X- axis is 

0.15 G and in Y-axis is -0.07 G, while in the Z-

axes was shifted 1 G due to earth gravity. These 

values are the basic premise that distinguishes the 

health status of the pipeline, which we can 

compare the remaining damage events with them 

to know the nature and type of damage that can 

be exposed to the pipeline. Figure 4 illustrate the 

vibration data of knocking the pipe four times in 

average time equal to approximately (7 seconds).  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

For each case event four data set was captured, 

for the purpose of creating a basic database for 

each case which can be relied upon as input to the 

PCA system analysis for diagnosis the damage 

events. As shown in Figure 4, one note that the 

largest value of amplitude was on X-axis,

where it  reached ±2G and contains many 
components or information more than the rest of 
the other axes. In Y-axis, the amplitude values 
was approximately between -1.7 and 1.7 in 
addition that the information of signals less than 
X-axis. Lastly, the values of Z-axis amplitude 
reached 2G which are the minimum values from 
other axis. It is clear that the effect of knock case 
is very clear on the X-axis than the others.  

Fig. 1: Proposed system hardware and experimental setup

 

Arduino DUE board 

XBee Radio 

XBee wireless Shield 

9 Volt Lithium       
Battery

ADXL345 
Accelerometer

Base station 

z-axis

y-axis x-axis

Fig. 2: Accelerometer layout relative to the pipe
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Figure 5 shows that the process of drilling the 

pipe three times in total average time equal to (35 

seconds). The amplitude values at the pipe-

drilling attempt were between ±1G for X-axis and 

Y-axis, while in Z-axis were equal to 2 G. It is 

clear that the amplitude values in all three axes 

are convergent.

This is due to the fact that the vibration from the 

drilling process is very high, which results in the 

impact of the accelerometer on all axes and 

regardless of the axis direction relative to

pipeline. The process of trying to drilling the pipe 

was done in different areas along the pipe and 

also vertically on the pipeline.

 

 

 

 
Fig. 3: The signals of the X, Y and Z in time-domain for normal case 
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Fig. 4: The signals of the X, Y and Z in time-domain for  knocking event case

 

 

 

 
Fig. 5: The signals of the X, Y and Z in time-domain for drilling event case 
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4. Peak to Peak(pk-pk)
Peak-to-peak refers to the difference between the 
highest positive and the lowest negative 
amplitude in a waveform.

4.2. Analysis in frequency domain
Frequency domain representation is the 
assessment of the strength of various frequency 
components (the power spectrum) of a time 
domain signal [6]. FFT is considered as more 
effective and efficient diagnosis technique to 
obtain the Fourier Transform of discretized time 
signals. This signal is considered for a finite time 
called the „„frame‟‟ or „„time window‟‟, which is 
then digitized and stored for feature extraction 
[6]. 
To detect the error, FFT can be used effectively, a 
known algorithm and a useful technique for 
signal analysis. Therefore, most researchers 
focused on FFT to detect damage in pipes [12]. 
Also for structural health monitoring(SHM) and 
in frequency domain analysis of acceleration 
measurements [14-16]. FFT is an improved 
algorithm for the performance of a Discrete 
Fourier Transform (DFT), which is an effective 
technique for static signal analysis [16]. DFT is 
defined by Equation (5). In this paper we propose 
to applying FFT algorithm on real time 
measurements data set, for the reasons mentions 
above and for optimizing the system. Once the 
FFT implementation complete, we calculate 
frequency domain features which we abbreviate    
them in other section. 

Where: 
X(n) is the discrete time signal 
N is the sampling period

n and k are the discrete time and frequency 
indexes, respectively.
The transformation kernel Wnk N is given by 
Equation (6). 

Figures 6, 7 and 8 shows the FFT results for one 
set of data,  we notice that the power amplitude 
values different from one case to others, such as: 
the normal case power amplitude  approximately 
equal to zero. Because of this case indicate the 
health state of the pipe ( without applied damage 
events). 

The effect of drilling case was on the z-axis 
greater than the others axis, where the  maximum 
power amplitude equal to 150 at 50 Hz and in x-
axis equal to 105 at 9 Hz then in y-axis equal to 
55 at 159 Hz. The reason of the minimum power 
amplitude was in y-axis, as we mentioned the 
accelerometer installation in method that the y-
axis in parallel to the pipe, while the z-axis 
perpendicular on the pipe. And the other reason 
that the electric drill used towards z-axis (in a 
vertical direction on pipe). The knocking case 
was record its maximum amplitude value in z-
axis where equal to 107 in 2 Hz then in x-axis 
equal to 80 at 60 Hz and in y-axis 47 at 29 Hz. 

Generally, the difference of power amplitude 
values at three axis for the knock cases and there 
effects on these axis, was not similar to effect of 
drilling case on the axis ( in other word the effect 
of knock case not be maximum on z-axis and then 
x-axis and minimum effect on y-axis as in drilling 
case ). Because of the knocking cases performed 
in different regions on the pipe. Once on vertical 
direction, the other once on horizontal direction, 
and once in arbitrary location and so on.  
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Fig. 6: FFT for x-axis of (a) normal case, (b) drilling case, (c) knocking case.

 

 

 
Fig. 7: FFT for y-axis of (a) normal case, (b) drilling case, (c) knocking case
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5. Feature extraction in frequency domain 
Frequency domain feature extraction is the 
process of extract useful information from the 
frequency domain representation of signals. This 
process is done using the methods discussed in 
this section. The most frequency-domain features 
obtained by FFT which considered by researcher 
are: energy [12], entropy in [11], frequency in 
[13]. In our proposed system, we propose to use 
energy and entropy as a features in frequency 
domain in addition to the time domain features. 
The energy and entropy are calculated as shown 
in equations below: 

Where: 
mj is FFT component 
N is the length of FFT signal

Where:
Pj is the probability of signal and must be 
between 0-1

 

6. Principal Component Analysis 

(PCA)
The first step in the analysis of high dimensional 
data is a dimensionality reduction [17]. Because 
of two reason; first, it is difficult to interpret 
multidimensional data sets, and their composition 
cannot be directly imagined. The second reason is 
that excessive variables create an empty space 
and computational problems. PCA is the most 
useful tool to solve these problems.
PCA is a multivariate statistical technique and 
powerful tool for analyzing data. It minimizes the 
feature space dimension by considering the 
difference of the input data without loss much of 
information in order to classify patterns in data 
[18]. The method determines the best projections 
for the representation of the input data structure. 
They are selected these projections in a way to 
enable them to get as much information as 
possible (i.e. the maximum variation) in a smaller 
number of dimensions of the region. In order to 
get the best variation in the data, the data is 
displayed on a partial space being built by 
eigenvector of data. In that sense, the eigenvalue 
corresponding to an eigenvector represents the 
amount of variance that eigenvector handles.

 

 
Fig. 8: FFT for z-axis of (a) normal case, (b) drilling case, (c) knocking case
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PCA has been used as a direct method of 

identifying, classifying and assigning damage as 

well as an essential step for other methods, and 

used for face recognition and image compression 

[17, 18]. PCA used for Structural Health 

Monitoring (SHM) and has received considerable 

attention over the past few years [18]. Also, In 

SHM, the natural frequencies depend not only on 

the damage but also on environmental conditions, 

such as temperature and humidity [19]. PCA is 

used to put this problem in mind because it 

allows the removal of external factors. As shown 

in Figure 9 we will explain the steps of 

implementing PCA algorithm [18]. 

Step-1 prepare the given data

In this step, the X matrix of size 12×18 (time 

domain and frequency domain features) was 

loaded to apply PCA on it. 

Step-2 Data standardization 

Since physical variables have different amounts 

and measurements, each data point is 

standardized. It means subtracting    the sample 

mean from each observation, then dividing by the 

sample standard deviation. This procedure 

removes the differences between the scope of 

variables and giving it the same importance in the 

data analysis. In addition to the purpose of 

ensuring that the separation of values and 

achieving maximum variance between them. 

When performing this step, anew data matrix was 

generated (matrix B) in the same dimensions of 

the original data matrix.  

Step-3 The calculation of the covariance matrix 

(coefficient) & eigenvalues of the covariance 

matrix (Latent) In this step, the function of PCA 

in MATLAB was implemented to the matrix B. 

This function return the coefficient and latent 

matrix. The result the 18×18 coefficient 

(loading) matrix and 18×18 eigenvalues (latent). 

 

Step-4 The calculation of eigenvectors of the 

covariance matrix (Scores) This step, is the 

calculation of the eigenvectors of the covariance 

matrix (scores). by multiply the standardized data 

matrix B by the coefficient (loading) matrix. The 

result of this step is the eigenvectors of the 

covariance matrix (scores or in other word called 

a principal component matrix) with the new 

higher variance dimension than the original 

dimension of data 12×18 matrix.

Step-5 Selection of components and the 

formation of vector features

Here comes the concept of compressing data and 

reducing the dimensions. If we look at the 

eigenvectors and eigenvalues values of the 

previous steps, we will note that the values of 

eigenvalues are quite different. We notice that the 

eigenvectors (scores) matrix is arranged in 

ascending way, so its begin from the lowest 

significance vector and to the highest 

significance. In fact, each vector with the higher 

eigenvalue in latent vector is the principle 

component of the data set and this gives the 

components in order of significance. 

Start 

End  

Prepare time and frequency 
domain features matrix 

Data Standardization

Calculate the covariance matrix 
(Coefficient) &eigenvalues of 
the covariance matrix (Latent) 

Calculate eigenvectors of the 
covariance matrix (Scores) 

Choose component & Form a 
feature vector  

Plot the results   

Fig 9: PCA algorithm steps
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7. Result and discussion 
The result of PCA calculation is 18 principal 

components (from PCA1 to PCA18), which are 

time domain and frequency domain features for 

3-axis measurements. In order to choose the 

principal components that separate the damage 

events clearly, Figure 10 show PCA1 and PCA2.  

The colored bubbles in the figure above indicate 

the scenarios of the damage events. Each event 

we recorded has four data set of measurements, 

so each four bubbles refer to a cluster of one 

damage event, where cluster one refers to case, 

cluster 2 refers to drilling case and cluster 3 refers 

to knocking case event. 

But it is noted that the data are distributed in a 
manner that cannot be separated or distinguish 
between them, and gives a state that the primary 
principal components have very little variance 
which does not give us the nature of the damage 
applied on the pipeline. We completed the testing 
process for others principals components 
gradually and we choose PCA9 and PCA13, 
PCA14 and PCA15, also give the same results.  
 

 
 

 
 
 
The most significant PCA was PCA18,PCA17 
and PCA16 with a percentage approximately  
equal to 67%, 28% and 3% respectively from the 
original data, this is make up 98 % from original 
data. And we can ignore the others PCA which 
have small variance and don’t result to lose much 
information from original data. And we can 
ignore the others PCA which have small variance 
and don’t result to lose much information from 
original data. Figure 11 show PCA16, PCA17 
and PCA18.  
If we ignore PCA16 which is make up 3% from 
the original data, the result will be less significant 
than in Figure 10, this is illustrated in Figure 12. 
It is clear that the cluster of damaging event are 
completely separated. This shows that the process 
of classification and discrimination between 
scenarios of damaging events can be achieved 
through our proposed methods .  

8. Conclusions

In this paper, a wireless sensor network in 
monitoring and pre-warning system for security 
of oil pipeline based on statistical features and 
PCA is proposed. The detection model was 
created with the time domain and frequency 
domain feature extracted from the vibration 
signals, which are a result of damage activities on 
the carbon steel oil pipeline. The vibration signals 
was captured by accelerometers of wireless 
sensor nodes along the pipeline. These signals are 
relayed wirelessly through coordinator node to 
the PC. In time domain, these features are mean, 
root mean square, standard deviation and peak-to-
peak amplitude. In frequency domain the energy 
and entropy of the signal spectrum in frequency 
are used as features. PCA has been applied to 
these features to analyze the data and reduce the 
dimension space, and as a result, diagnosis 
damage on the pipeline is done. 

 
Fig. 12: PCA17 and PCA18

 
Fig. 10: PCA1 and  PCA2

Fig. 11: PCA16,PCA17 and PCA18
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Using PCA with time domain features gives 
limited detection results comparing to using both 
time and frequency domain features. PCA was 
used as a way to identify patterns in data and to 
express data in a manner that highlighted the 
similarities and differences between them, in 
addition to reducing the number of dimensions in 
data without much loss of information. The 
results showed that the proposed system 
alongside with the proposed analysis is able to 
monitor the healthy state of the pipeline and 
detect several damaging events.
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ش�رات ا���زاز �ً ���� �رال�� خط ن���ٌب ا���ط����ٌف ���ٌ� ا���و��ت ا�رئٌ�ٌ� 

ا�م�ئ� ��ى ش���ت ا���ش��ر ا�����ٌ�

�شٌد �ٌ�� �و�ى       و�ٌد �واز شرٌف        
����� ا����و�و�ٌ� ا�, ل�� ��د�� ا��ٌطرة وا���� 

 : ا����خ�ص
ا� ���خد�� ���ٌة ش��ة ����ش��ر ������ٌة �� �ٌ��ٌة �ط�ٌ��� ���ر���ة ��صحٌة ٌؤدي ا�� �و�ٌد ��ٌة ��ٌرت ��             

, ٌ�ب �ط�ٌك �ح�ٌ� ش��� ���ٌ����. �� �ذ� ���حث , �� ���ر��  ���ٌ����. ��حف �ذه ���ٌ���� و���خر�� �����و��� ����ٌدت
( ��ظ�� �ر���ة خط ل���ٌب ����ط ���طرٌ�ة �����رحة ��ش� ��حدث و�ص�ٌ��. ����د ��طرٌ�ة WSNsش��ة ���ش�ر ����� )

(. �� �ط�ٌ�� ��� ���ٌز�� �����خر�ة �� اش�ر�� ����ز�ز ��خ�صة ��ر���ة خط ���PCA �ح�ٌ� ����و� ��رئٌ�� )
�����ٌب. ٌ�� ��� اش�ر�� ����ز�ز �ذه ل���ء �ط�ٌك لحد�ث ض�رت )��طرق و��ح�ر( ��� خط ل���ٌب ����ط. ٌ�� �ط�ٌك 

PCA  طرٌ�ة ��درت ��� ���ش�� ��� ���ٌز�� �����خر�ة �� ���ط�ق ��ز��� و���� ���ردد. �ظ�ر �����ئج ل� �ذه��
 و�ود ��ضرر ولٌض�ً ����ٌٌز �ٌ� �����وٌ�� ���خ���ة ��حد�ث ��ض�رت ���ط��ة ��� خط �����ٌب.
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