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Abstract 

This paper provides static efficient clustering model based simple Jaccard coefficients that supports XML 

messages aggregator in order to potentially reduce network traffic. The proposed model works by grouping only 

highly similar messages with the aim to provide messages with high redundancy for web aggregators. Web 

messages aggregation has become a significant solution to overcome network bottlenecks and congestions by 

efficiently reducing network volume by aggregating messages together removing their redundant information. 

The proposed model performance is compared to both K-Means and Principle Component Analysis (PCA) 

combined with K-Means. Jaccard based clustering model has shown potential performance as it only consumes 

around %32 and %25 processing time in comparison with K-Means and PCA combined with K-Means 

respectively. Quality measure (Aggregator Compression Ratio) has overcome both benchmark models.  
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Figure 1: Jaccard Clustering Support for Stock Quote Web Service 

1. Introduction 
Web communication protocol is a significantly 

main medium to transfer information over the 

internet represented in XML messages [4, 8]. 

Recently, different kind of XML based protocols 

have been developed adding potential services to 

the network like video conference and surveillance 

in addition to secured and private peer to peer 

communication [14,1, 5]. However, these protocols 

still require potential improvements and 

contributions to solve having the situation of 

network bottlenecks and congestions.   

 

1.1. Problem and Motivation 

XML based Web messages representation has 

degraded the network performance by their highly 

redundant information creating high network traffic 

[1, 5, 7, 16]. As a result of XML significant 

network volume, users have suffered from usual 

network bottlenecks and congestions [7, 2]. In 

many cases, network response time is very slow 

delaying user’s services [5, 7, 8, 9]. This fact has 

motivated researchers and industrial engineers to 

adopt potential techniques that trying to reduce 

network traffic and speed up services response 

time. Web messages aggregator is one of the most 

recent proposed contributions attempting to catch 

group wise messages redundant information and 

creating one compact structure for a number of 

messages [10, 4]. However, potential aggregation 

depends on the similarity level of grouped 

messages. Therefore, a similarity measurement 

model is required to guarantee high aggregation 

results. An efficient clustering would support this 

requirement and improve Web services to 

endpoints over the network. 

1.2. Contribution 
This paper proposes an efficient clustering model 

for XML messages based on Jaccard coefficients 

similarity measurement. This similarity 

measurement has very low complexity that can 

guarantee a high network response time. 

Technically, Jaccard coefficients is calculated for 

two messages only. However, the proposed model 

has utilized this similarity metric to find the 

similarity of more than two messages and group 

them together. As a result, Web aggregator do not 

need to worry about finding similar messages and 

would only aggregate highly similar messages that 

can produce efficient network traffic reduction. 

Figure 1 illustrates a suggested scenario for 

supporting Web aggregators over the cloud by 

storing Stock Quote endpoints big data in a 

compact aggregated version over the cloud saving 

huge storage space. 

 

1.3. Evaluation Strategy 
An efficient evaluation strategy is designed and 

implemented by testing the proposed model 

efficiency. This is achieved by delivering its 

grouped messages results to the XML based 

aggregator developed by [2] and check its impact 

on network traffic reductions (Compression Ratios) 

and Processing time. The same approach is taken 

with other clustering models such as K-Means and 

PCA combined with K-Means as they have been 

selected as a benchmark for our proposed 

clustering technique. Technically, Jaccard 

clustering model has shown tremendous results in 

comparison with other models as it consumes 

potentially less processing power and at the same 

time overcome them by reducing even more 

network traffic. 
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1.4. Organization of the Paper 
The rest of this paper is organized into five 

sections. Section 2 illustrates the related work and 

how other researchers attempted to cluster Web 

messages. Section 3 explains in details the 

proposed Jaccard clustering model. Section 4 

presents a deep analysis and evaluation results of 

the proposed model. Finally, section 5 summarizes 

a conclusion of overall the paper. 

2. Related Work 

Several studies have been achieved to provide 

potential clustering that can group numbers, 

messages or documents together based on how 

close they are to each other. A main direction of the 

developed clustering models is dedicated to cluster 

XML messages and documents. At the same time, 

another main direction of clustering techniques is 

dedicated to work on numbers and cannot work on 

text unless these textual documents are transformed 

to a related binary form.  

 K-Means is one of the best known model 

based on Euclidian distance function. K-Means 

selects messages to be centroids and then search 

the closest messages to be linked with centroid 

message by having the shortest Euclidian distance. 

Another study is achieved to enhance K-Means by 

introducing Principle Component Analysis as a 

pre-processing to K-Means. PCA is efficient in 

summarizing data bringing the main information 

into beginning of its results placement. Data with 

two-dimensional numbers, PCA will transform 

them into the same size two-dimensional numbers 

with %80 of the main information summarized in 

the first two columns. This fact has been utilized to 

summarize data and cluster them using only the 

first %80 information located in the first and 

second columns. This has created more complexity 

in comparison with K-Means with better clustering 

results.  

XML messages have gained high interest 

of researchers and industrial engineers to cluster 

them directly working on the XML structure and 

format. Yongming [8] has developed a novel XML 

based clustering model. They have utilized vector 

space model with some extensions to capture the 

similarity parts of XML messages. Their proposed 

model works on a transformed XML dataset 

created by extracting features like recording leaf 

nodes path and weight. The empirical results have 

shown enhancements to the clustering job. Another 

model is presented by Hwang and Gu [10] by 

catching large XML structures and find out their 

frequencies inside the XML tree and other related 

tress. Their model works on other traditional 

features like XML nodes path. They cluster XML 

messages based on the higher similar frequencies 

of large XML structures in addition to tags and 

items. Their results have proven that they enhanced 

the clustering requirement and provide better 

results. 

 

3. Proposed Model 
The proposed technique consists of two 

main concepts: preparing XML messages into 

binary representation based on a generic numeric 

template and clustering messages based on Jaccard 

similarities using a predefined cluster size. Figure 2 

shows the main processing components. 

 

 

Build Matrix Form of 

Web Messages 

Compute General Vector 

Template 

Build Web Messages 

Dataset 

Clustering Messages by 

Jaccard Coefficients 

Figure 2: Main Jaccard Clustering Model Components 

Figure 3: Example of Web Textual Message 
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3.1.Dataset Transform 
Datasets usually have a specific format 

that is required for a specific clustering model. In 

this research, the first step is building XML trees of 

the considered XML messages. Figures 3 and 4 

represent a real XML message example and its 

XML tree representation respectively. Then, XML 

matrix form is generated by level order traversing 

XML messages. Figure 5 shows the XML matrix 

form of XML tree. XML time series representation 

would be calculated using their XML matrix forms. 

Distinctive items of all XML messages are 

collected to build their generic vector template in 

preparation to build the binary dataset of XML 

messages. Equation 1 illustrates the general shape 

of the generic vector template. 

 

 
 {                         }                   

 

Equation 2 illustrates the overall 

representation of dataset based on the weighted 

XML items (frequencies). 
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The Term Frequency with Inverse 

Document Frequency (TF-IDF) is applied to 

calculate wi as illustrated in Eq. 3. 

             
 

   
                   

 

Where 

 tfi is the frequency of XML item inside the 

document d. 

 dfi is the frequency of documents having 

instances of XML item. 

 D is the total number of involved 

documents in the whole dataset 

 

3.2.Jaccard Coefficients Grouping 
Jaccard Coefficients also known as 

Jaccard Index is a statistical factor that is used to 

find out similarity of two sets. It is widely applied 

to work on two sets only (Web messages). In this 

paper, Jaccard coefficient is applied as a base 

similarity function to work on a group of messages. 

The proposed clustering strategy is applied by 

selecting one of the involved XML messages as a 

centroid for each targeted cluster. Then, based on a 

pre-defined cluster size, the proposed model 

allocates messages based on their Jaccard similarity 

with the centroid message. Equation 4 illustrates 

the Jaccard Coefficient similarity metric of two sets 

A and B.  

 

 

       
     

     
                                   

 

XML messages first transformed to 

generate dataset numerical representation. Equation 

(4) can be simplified into Eq. 5.  

       
     

             
         

 

 

 

 

 

 

Figure 4: XML Web Message Tree 
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The proposed model clusters messages based on 

their generated numerical representation. First, 

randomly selected messages are distributed into 

clusters as centres. Then Jaccard coefficients are 

calculated to the rest of messages in relation to 

centre points. Finally, messages are allocated to 

clusters based on the most similar Jaccard metric 

against the centre message.  

 

4. Experiments and Discussions 
The experiments to testify the proposed 

Jaccard coefficients clustering has used XML 

dataset published by [2] that consist of four groups  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Matrix Form of XML Web 
Message 

Algorithm 1: Jaccard Clustering Distribution 

Input: Vector numerical representations of Web 

messages 

Output: Jaccard based metric Groups of Web 

messages 

1. Select messages randomly with the same 

number of required clusters 

2. Distribute selected messages as centre 

points of clusters 

3. For each not clustered message do 

a. Calculate Jaccard Coefficient of 

current message with all other 

centre points 

b. Allocate current message to the 

best match centre point cluster 
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Figure 7: Aggregated Web messages sizes based on Jaccard Clustering 

(small, medium, large, and very large) of messages. 

Messages have been distributed based on their size 

as potentially small messages like only 140 bytes  

allocated to small group and potentially large 

messages like 53KB allocated to very large group. 

The evaluation strategy for the proposed model is 

set to test its resultant clusters by Web messages 

aggregator achieved by [16]. The same aggregator 

has applied to messages clusters generated by K-

Means and PCA combined with K-Means 

clustering respectively. Aggregator resultant size 

reduction, compression ratios and clustering 

processing time are the main metrics to test our 

proposed model performance. Overall, the 

proposed model has potentially outperformed other 

models.  

Figure 6: Aggregated Web messages based on K-Means and K-

Means + PCA clustering 
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Figure 6 shows detailed observation for 

the Jaccard clustering size reduction in comparison 

with accumulated size of grouped messages 

without any size reduction. The results show a 

tremendous network size reduction that can 

significantly improve network performance and 

solve network bottlenecks and congestions. Table 1 

provides a summary of the overall average 

compression ratio and clustering time for all 

models. Our proposed model has competitive 

compression ratios with K-Means and PCA 

combined K-Means as has generally outperformed 

them. Moreover, Jaccard clustering has potentially 

outperformed other benchmark models by 

processing time as it only requires about %32 and 

%25 of K-Means and PCA combined K-Means 

processing time respectively. Figures 7 and 8 

shows detailed compression ratios for all the 

involved models and clearly Jaccard clustering has 

outperformed other techniques. Figure 9 illustrates 

the processing time in comparison with other 

benchmark models as the proposed technique has 

potentially outperformed them. 

 

5. Conclusions 
Web messages have been generated and 

used significantly over the network to exchange 

information. Generally, networks suffer from 

bottlenecks and congestions. Aggregation of Web 

messages would improve networks potentially. 

Efficient clustering would be a significant 

alternative to basic similarity measurements. This 

paper has proposed Jaccard Coefficient for 

clustering based on a predefined cluster size. 

Experiments have shown great achievement by the 

proposed model in comparison with both K-Means 

and PCA combined with K-Means as it 

outperformed them in both resultant compression 

ratios and clustering time. For future work, we are 

planning to deploy Jaccard clustering inside a large 

scale inter-cloud and measure its real-time 

performance. 

 

 

 

 

Figure 8: Average Compression Ratios of Aggregated messages based on Jaccard Clustering  

Figure 9: Average Clustering Time for Jaccard, K-Means 

and PCA+K-Means 
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Table 1: Average compression ratio and clustering time of K-Means, PCA combined K-Means, and Jaccard 
based clustering 

Cr and Time 

Consumption 

K-Means PCA+K-

Means 

Jaccard 

Small Messages 

Cr (Fixed-Length) 3.92 3.85 3.75 

Cr (Huffman) 3.82 3.71 3.65 

Clustering Time (ms) 50.88 65.33 15 

Medium Messages  

Cr (Fixed-Length) 6.77 6.8 7.4 

Cr (Huffman) 7.72 7.84 8.04 

Clustering Time (ms) 52.33 62.89 16 

Large Messages 

Cr (Fixed-Length) 12.94 12.82 13.15 

Cr (Huffman) 16.02 16.28 16.51 

Clustering Time (ms) 54 68.11 17.5 

V.Large Messages 

Cr (Fixed-Length) 15.12 15.13 15.23 

Cr (Huffman) 20.16 20.25 20.26 

Clustering Time (ms) 53.62 70.44 19 
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 حجًٍع وحقهٍم ادًال انشبكاث باسخذذاد يصُف رسائم الاكس او ال باعخًاد يعايم انخشابه نجاكارد

 و.د ضٍاء عٍذاٌ جبز انشًزي

 جايعت انقادسٍت/  كهٍت عهىو انذاسىب وحكُىنىجٍا انًعهىياث و انذاسىب /قسى عهى

d.alshammary@qu.edu.iq 

 

 

 

 سخخهص:ًان

. ٌقذو هذا انبذذ يصُف جذٌذ نذعى عًهٍاث حجًٍع وحقهٍم ادًال انشبكاث انخاصت بزسائم الاكس او ال بالاعخًاد عهى يعايم حشابه جاكارد

هىل انُظاو انًقخزح ٌعًم عهى حىسٌع انزسائم انًخشابه بشكم عانً فقط لادخانها لاَظًت انخجًٍع. حجًٍع انزسائم انشبكٍت اصبخ يؤخزا يٍ انذ

-حقٍُاث انكًانُاجعت نًشاكم انشبكت والاخخُاقاث يٍ خلال انخخهص يٍ انًعهىياث انًخكزرة بانزسائم. حى يقارَت اداء انًصُف انًقخزح يع 

يٍُس. اظهزث َخائج انًقارَت اداء يخًٍش نًصُف انجاكارد دٍذ ٌسخههك انًصُف ياٌقزب -يٍُس و حقٍُت انخذهٍم انجشئً انًهذق بخقٍُت انكً

يٍُس بانخخابع. كذنك انُخائج -يٍُس وحقٍُت انخذهٍم انجشئً انًهذقت بخقٍُت انكً-% يًا ٌسخههكه وقج انًعانجت نخقٍُاث انك32ً% و 23بًعذل 

 ظهزث َسبت ضغط حجاوسث يااَجش يع انخقٍُاث انًقارَت.ا
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