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Abstract:

Reviews are arucial source of opinions that may influenttee decision irmany areas. So there is a need

for an algorithm that is efficient in understanding the aspects that the reviewers have focused on in their
reviews and commé® on social networks or other web applications. This pagpédymitsa proposed
approach foraspectbasedsentiment analysis thaonsistsof two steps the first step is by a proposed
p_chunkeralgorithm foraspect extraction using Latent Dirchilet Anas/sind noun phrase chunking, the
secondstepis sentiment analysis usingpaoposedhybrid algorithm that depending on both lexicon and
supervised sentiment analysts specify the sentiment for extracted aspe€tse proposed paradigm is
tested using stamgdd datasets from kaggle for both aspect extraction and sentiment analysis, the result

show efficacy in the proposed method.

Key Words. Natural language processing, opinion mining, sentiraealysis, apect extraction, latent
Dirichlet analysis, LDA ABSA, Aspectbasedsentimentanalysis.
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1.

Introduction

The recent spreading of Web 2.0 sites and
mobile applications and the rapid growthuser
geneated content on the internet make many
organizations are carrying out sentiment analysis
and opinion mimg of online review postings.
Analyzing opinions expressed on various web
applications is increasingly essential for
organizations to make their decision®].
Sentiment analysis is a padf text analysis,
under the broad areaf natural language
processinghatanalysesentiment in a given text
in order to understand the polarities of the
opinions expressed in the reviews and the types
of emotions towat various aspects of sulject
to either positive or negative. Sentiments, such as
opinions, attitudes, thoughts, judgmentznd
emotions, arainiquestates of individuals which
cannot be open for objective observatif8].
These emotions are expressed in language using
subjective  expressions[16]. There is a
mechanisnto analyze opinions expressed in the
textual reviews hadeen raised called aspect
based sentiment analglABSA). These reviews
provide the reader with deepunderstandingf
the previoususer'spreferencesnd item aspects.
For instance, let us consider a user whts a
hotel with an overall rating of 3 starsyithout
detailed information, it is imposdito know the
reason why the usegives such score to that
hotel. By analyzing the review that the user
wrote about théhotel the recommender system
can understand that the ustinks aboutthe
hotel room service is the besindthe breakfast
was notDelicious. ABSA is a modern advanced
approach in sentiment analysis for extracting the
various aspect mentioned im review or
comment in a social network argpecifiesthe
opinion of the reviewer toward that aspect to
either positive or negatiy#4] .

So the approach of Aspebased sentiment
analysis consists of two steps; first, specifying
the aspects that all reviewers have focused on in
their reviews, second, specifying the overall
polarity of the aspect to either positive or
negative usig a proposed hybrid sentiment
analysis approach. This research is taking a case
study of hotel reviews by specifying seven
aspects in the area of hotels like (general hotel
aspect, rooms, restaurant, services, staff, price,
and location) to test the progped aspect
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extraction algorithm and the proposed hybrid
sentiment analyz§tl].

2. Contributions

First, this paper proposing a novel aspect
extraction and categorization algorithm for the
English language. This proposed algorithm is
Probabilistic chunkingalgorithm p_chunkerthat
relies on topic modeling to specifying the
essentialaspects and the words thiapresenthis
aspect then use thes&ords inside a shallow
parser or chunking system that find noun phrase
pattern to categorize these noun phrases founded
in the chunking process. Second, propose a
hybrid SA approachnd compare it with the most
of machine learning approaches, lexicon
approachesand deeplearning approaches. This
proposed hybrid SA algorithm is a sentiment
analyzer of two parts, first is supervised
sentiment analyzer used when most of the nouns
and agectives mentioned in reviews located in
the TDIDF table otherwise the review

forwarded to a lexicon sentiment
analysis part which is the second part

3. Related works

Because of the objective of ABSA consist of
two steps of aspect extraction and seetit
analysis on the extracted aspects, so the related
works have tadiscussthe related works in two
mentioned steps. In the beginning the related
work in aspect extraction from user's reviews to
specify the aspects that most of the users focused
on in treir reviews.Minquing Hu and Bing Lu
(2004) was the first work in the area of aspect
extraction. The proposed method begins with
identifying the opinion sentences whether it is
positive or negative. Then specifying frequent
features or nouns by mining thmost repeated
features or words in a specific area. The last step
is opinion word extraction from the opinion
sentence to specify the sentiment
orientation[12]. Kbaysh et al. (2009) proposed a
dictionary based technique which not only
extracts opinion aspects but also tends to find the
association among opinion. Opinion extraction
process executed by a supervised technique in
which a dictionary based wasd@pted From
these identified opinion words, the aspects were
identified with the help of syntactic patterfis].
Loaunis parlopouls (2014 this researcher
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improved the accuracy measurements for aspect Paising and sentiment dictionary and proposed a
extracton process by giving higher weight to rule-based approach to tackle topic word

more frequent aspects. He improvedrequent extraction and consumer s’ att
nouns method by using theord to vector in advertising keyword extractiofi5]. Another

representation to extract aspects fromabntext unsupervised approach is aorpusbased

of reviews by specifying the patterns of the approach which is combined building lexicon

aspects in reviews to train a neunatwork that process and use some syntactic features to

can catch these aspects Idtel]. ALGHUNAIM specify the sentiment orientation of a ravie

(2015) used word vector representation for Hatzivassiloglou and McKeownTheir method
ABSA to capture both semantic and sentiment started with a list obeed opinion adjectives and
information. This work depends on these of used them along with a set of linguistic
HMM to catch different aspects patterns constraints to identify additional adjective
accordigp to part of speech sequence opinion words and their orientationsThe

probabilities with Support \@or machinefor constraints idioms are for connectives I&BD,
sentiment analysis by usirsgdependencyree to OR, BUT, EITHER-OR, Etc. while conjunction
specify opinion words. Thre use a leixon to AND for example says that conjoined adjectives
compute sentiment polarity of opinion woftls usually have the same orientatiam.

Now the related work for the second step in4, Sentiment analysis approaches

Aspect Based Sentiment Analysisvhich is Sentiment polarity classification techniques can
specifying sentiment polarity or whé known be viewedas basically two approachebeseare;

by sentiment analysisThe sentiment analysis the first machine learningpproachand lexicon
techniquesre dividednto two main approaches. based approach. See figurel), The machine
The first is the sentiment analySiS based on |earning approachsingthe weltknown machine
supervised machine learning teajumes. learning algorithms which are executingon

Supervised machine learning can be used 10 |inguistic features[2]. These linguisticfeatures
solve thesentimenpolarity problem because this can be:

problem canbe consideredas a classification 1. Terms presence and frequency that are
problem. The first approach ke Supportvector working on individual words or
machine (SVM). Li and Li used SVM as a sequences calle ngram. This feature
sentiment polarity clssifier. Unlike the binary register either the presence or absence
classification problem, they arguéklat opinion of a word. Also, terms frequency
subjectivity and expresser credibility should also weights to indicate the relative

be takeninto consideration. They identified and importanceof a word18].

extracted the topics mentioned in the opinions 2. Part of Speech (PQSspecifying the
associated with the queries ofeus, and then adjectives, becaes adjectives are
classified the opinions usingupport vector essential indicators of opinions
machine[10]. Li and Jainhave used the decision 3. Negations: theappearancef negative
tree C5 algorithm which is a successor to the words that change the opinion
C4.5 algorithm. Depending on the concept of a orientationlike (not), (is not) etc[17].

tree in order to mine the content structures of

local terms in sentenekevel contexts by using The most frequent used algorithm in the arta o
the Maximum Spanning Trg@ST) structure to SA is a support vector machine (SVM)
discover the links among thepicalt e r th’ * * classifiers which isa linear separationthat can
and its context wordg]. separate differenClasses Naive bays that is

The second approach used in sentiment analysis  dependingon computingposterior probability of
is lexicon approach or known as sentiment class based on thdistribution of words in a

analysis by learning withd supervision because  document. Logistic regressn is prediction

it depends on extracting keywords fraeviews analysis. Logistic regression is used to describe
and specifiesits polarity from these extracted data and explain theelationship between one
keywords.Qiu and He Usedadictionary dependent binary variable (sentiment polarity
Based approach to identify sentiment sentences here ) and one or more nominal, ordinal, interval
in contextual advertising-hey used syntactic or independent variable
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(features) Also, the decisiontree algorithm is
usedthat is working on decomposing data in a
hierarchical way in which a condition rely on
attributes values thatre usedin dividing the
data. In the case of SKlassification, the
condition is theabsenceof one or morewords.
The last machine learning

sentiment
analysis

decision tree
linear
classifier
probabilstic

supervised

machine
learning

baysian

natwork
maximum

entropy

unsupervised

|

dictionary
based
approach

lexicon

approach

corpus based
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\_

Figure (1) Sentiment analysis approaches

algorithm is a random forest which is a
combination of many decision trees intgiagle
model [17]. The lexicon based approaches are
depending on a sentiment lexicon. Lexicon
approaches can be considered assnpervised
Sentiment Analysibecause idoes not relyon
training machine learningnodel. Lexicon based
approaches analyze the text uggiropinion
lexicon. There are two types d¢dxiconbased
SA. The first type is the dictionary based
approach which depends on finding opinion seed
words, then search thelictionary for their
synonyms and antonymg.he secondtype is
corpusbased that beginsvith a seed list of
opinions, then find other opinion words in the
vast corpusto help in finding opinion words
with context orientatiofi3].

5. Latent Dirichlet analysis

A topic modelis a statistical modelo reveal
the "topics" that occur in a collection of
documents. Topic modelinig widely usedas a
textmining tool for discovering the hidden
semantic structures in texts and dwoeunts.
Intuitively, given that a document is about a
particular topic[6]. One of the topicmodeling
methods is Latent Dirichlet analysis (LDA).
Latent Dirichlet analysis si a generative
statistical model thalet sets of observations in
the text to be explained by unobserved groups,

25

to explain the reason of behind some chunks of
textis similar. LDA is a topic modeling method.
LDA assumes that each review is a mixture of a
small number of topics and each word
participatesin one of the reviews topid®][6].
This method is identical to probabilistic latent
semantic analysis, except in LDA topic
distribution is assumed to have spaBd chlet
prior. Dirichlet priors encode the intuition that
reviews cover oly a small set of topics and that
topics usedust a small set of words frequently.
This methodriesto find a statistical distribution
for topicsinside the documentand a model for
eachtopic in a documentFigure @) explain the
LAD topic word distribtdion model[6].

Bl o)
Y
[ \ f \ / \
(.‘ 0 — 0 —1 —».
M

Figure (2) LDA documents analysis model

The probabilistic model ifigure (2) represents
the dependencies among the variables. The outer
plate represers documents (reviews), while the
inner plate represents the repeated word
positions in a specifidocument Each word
positionis asociatedwith a choice of topic and
word. M is the number ofdocuments and
variables are:Uis the parameter of thRirichlet
prior on the perdocument topic distribution$y

is the parameter of the Dirichlet prior on the-per
topic word distribution, —& is the topic
distribution for document,» Qis the word
distribution for topic k, Zmn is the topic for Nth
word in document m ana & ¢ is speciftc word.
Entities represented by-and ¢ are matrices
coming from decomposing the original
document wordmatrix. —Consist of rows of
documents (reviews) and columns defined by
topics. Consist of rows of topics and columns
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of words, so» 8 8 8 8 Qefers to set of rows
which are distributionover topics [4] ak al 1Usd
L2l suas o gl Now the fully generative
procedure for LDA: Assume thaty is a
document or a review in the case study of this
paper,Oitopic, andois a term

Figure (3) proposed ABSA system

Then:

1. Start

2. S= number ofopics

3. Generatehe ntokens in ith document

form a Poisson distribution
4. Generate relative frequenci€s =1, 2. d
) of difkerent topicsin ith document

from an Dirchilet distibution. Thi step is
like generating—i 1) "Oig for all topics
r for a specific document (review). Note
that —i 1] "Oixd probability of a topic
given document.

5. For each of the nth tokens in the document,
first select rth latent component with
probability P (Gr[Xi) and then generate jth
term with probabilityP (tj|Gr), P (tj|Gr)
wherethe probability of termgiven topic.

6. Proposed system
The proposed ABSA systeponsiss of general

opinion extractor thatises three prts that are
clear in figure (3
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Figure (3) proposed ABSA system
These parts are:

1. Preprocessingart:
Preprocesseviews dataset by normalizing

the reviews, and specifying the POS
tagging of each review as in the following
algorithm

@).
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ALGORITHM: English reviewsbreprocessingl

Input: n reviews dataset

Output: Corpus of n normiized reviews

I=0;  n=number of reviews in dataset;
Start

While (i< n) do

input review (i)

keep English characters {&,az] in
review(i)

convert review(i) to lower case
for all words in review(i) do :

Eal S o

o0

Stem (word) in review (i)
using Porter Stemmer in NLTK tools

Remove stop word in review
(i) using NLTK stop word list

Find the POS of each word in
areview

End for
7. add review to list corpus] ]
8. =i+l

9. end while

10. end

Stopwordremoving is a preprocessirgperation that
used to remove words thare not essential, and not
affect the semantic meaning of the sentence, and may
cause decreasing the accuracyf machine learning
model, or increase the size of TFIDF table with words

not crucial in natural languaganalyzing.A sample of
stop words thaare removeds in thelist [other, ought,

Ahmed .B/ Aliaa .K

become represented by one word, these words have to
belong tothe same root. For instance, unifying the
words (performing performed, performance into its'
root which is "performe").The stemming operation
may lead to better efficiency in sentiment analysis, but
stemming not good choice for aspect extraction
operation because chunkingneed to distinguish
between POS of each word to extract the patterns of
noun phrases which represents a possible aspect phrase.
POS tagging is means labeling words with their
appropriate part of speech (POS). Technically POS
tagging is asupervised learning solution that uses
features likethe previouswvord, thenextword; the first
letter capitalized, and other featurBd.TK is doing the
English POS tagging thas dependingon the Penn
Treebank dataset. NLTK tagger is simple tagger itha
rule-based It uses predefined rules to get possible POS
for each word. This tagger uses information from
context (surrounding words) and morphology (within
the word) like, if a word Xproceedsa determine and
followed by a noun, tag it as an adjeetiE.g." the
brown car

2. Aspect extractor Parts a pivotalpartof
the opinionextraction process because
this part is responsible for specifying
aspects that are mentioned by users in
their reviews. This part consist of the
following three processes:

Topic modeling process: topic
modelingis an unsupervised text mining
method to revealthe existenceof the
cluster of words that represent topics.
The latentDirichlet analysisis usedfor
this purpose. The result from this process
represents the numbef tpics extracted
from reviews dataset and words that
represent these topics with their
probabilities see figure (4) Through
LDA the system developer can specify
the words

a)

our, ours, ourselves, over, same, she, should, so, it]
The stemming operation assists in unifying all words to

27



Journal of AL-Qadisiyah for computer science and mathematics Vol.11 No.2 Year 2019

ISSN (Print): 2074 - 0204  ISSN (Online): 2521 — 3504

Ahmed .B/ Aliaa .K

Tople 8 Topls T Tople & Tk 5 Toplke 4 Tople: 3 Tople 2 Toplc 1 Tople! Trama 1
012 021 -85 024 areats 2
0.2 .16 .72 052 (.4 023 nige 3

-0.21 012 0.22 022 clean -

-0.14 0.23 023 018 0.22 -0.083 018 ctaff 5
014 hated ]

015 -3 015 014 roam 7

-0.22 n2a n.3s 012 0.27 018 friendy B
-0.12 -0.7TZ 022 D.058 -0.268 a7 carnfartaiia B

0.2y 0056 -0.0a% lacetion 10
018 0078 bed 1

017 023 011 0.1z hedpsful 12

-0.087 breakfast 13

0.26 0.2 place 14

017 stay 1%

00078 price 18

reslaurant 17

018 sanice 14
45

Figure (4) Sample of extracted words for aspects in kaggle hotel reviews dataset

Thatrepreserg each aspecnd use these 1. start

words to extractessentialnoun phrases. 2. 1S ¢ramIxs=¢yY o8
LDA extracted words also will be used to topics to be generated

categorize the aspects. For instance, 3. +I' 9mMX =Y Aada GKS
words like WIFI, taxi, swimming pool, words in the reviews dataset.
TV, refrigerator, rog 4. R=number of reviews dataset.

representthe aspect of service in any
hotel. LDA takes R reviews as amput
The LDA process is part ofthe
contribution that used to simplify the

5. For each reviews r in dataset do :
a. For each topic t 9 m 2T}do :
b. Draw a word distribution for

categorization process of the chunked or topic t, @t ~ Dirichlet (z2)
extracted aspects by using noun phrase c. Foreach documentd 9 Mm% X ¥
patterns that represent the proposed do:
probabilistic chunker algorithnThe LDA d. Draw a topic distribution for
output is review R r ~Dirichlet(»)
I Reviewst opi c distribut.i I Foreachtermwi,¥ 9 mX XX b
the probability of topics for each review. :
1 Topicword distribution (&) which is 9 Draw topic for words Zi ~
the probability distribution of words foreach multinomial { 1)
topic, this is very important to specifissential 9 Draw aword Wi ~ multinomial {
words that represent each aspect. v4)
The topic modeling analysis using LDA Sl o
algorithm isin thealgorithm(2)
ALGORITHM : Topicmodelinganalysis LDA Sk (s el
. 7. End
algorithm
Input: English or Arabic hotel reviews
dataset. b) Chunking process or shallow
— , parsing:
Output: topic distribution over reviews, word Chunking isa fundamentatechnique to extract
distribution over each topic. aspect (opinion) phrases from reviewinguists
notice that the aspects are usually tgkime form

of a noun phrase. A noun phrase chunking is
searching for chunks in a review that
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corresponding to anoun phrase patterns.
Chunking is aressentiapart as aspect extraction
contribution in the system because it etract
the useful, meaningfll parts from the reviews
that may form an aspecBecause the Noun
phrase chunking process relies on P§s,so
this isthe reasoiehind performing POS tagging
in the processingtep. In order to build a noun
phrasechunker,NLP developerhasto definea
chunk grammar,for this proposedsystem,the
essential noun phrase patterns are in the
following list:

CHUNKZ:
{<CD><NN.*|JJ.*>< *>?<NN.*>} # Special
cases

CHUNK2
{<NN.*|NNS.*|NNP.*><VBD|VBP>?
<RB.*|RBR.*|RBS.*><JJ>} # Special cases

CHUNKS:

{<NN.*><.*>? <JJ.*>} # Any Noun
terminated with Any Adjective

CHUNKA4:

{<NN.*|JJ.*><.*>? <NN.*>} #Nouns or
Adjectives, terminated with Nouns

These mentioned grammaese noticed and
identified by linguistics expertise as many noun
phrases coming in one of these three fohys
using these rules that a noun phrase specified
whenever the chunking systdinds one of the
three patterns in a review/Vhat the chunk
resulted from chunking is a tree that che
processedhter for aspect categorization.

c. Aspect categorization process

Text categorization procegsalso knowras text
classification. As aspécategorization process is
the third process in the proposed aspect
extraction approach. Aspectcategorization is
nothing more than text categorization whiish
supervisedearningoperationthat usedto assign

a category label for each aspect extractethfa
review. The proposed approach for categorizing
the extracted aspectlieson LDA analysis and
simple rule-basedclassifier. Seven aspectgere
specified for a hotel case study that the users
focus on their reviews that are (location, hotel,
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staff, mom, restaurant, clean, service). Then use
the LDA in identifying the most important words
that represent each of these aspects. The
proposed metho@xploits that the aspects ase
chunkof noun phrasethat eactchunk is a tree.

The categorization sofave workas a rule
basedclassifier bytraverg the tree ofthe
chunk (aspect) to look forthe existenceof
words, if the softwardinds specific words in

an aspect (tree), it can categorize that aspect
to the proper class. Algorithm Y3list the
main steg of the proposed aspect
categorization for English aspects:

ALGORITHM : aspect categorization for
English dataset

Input: noun phrases chunks dataset

Output: categorized noun phrases into
FaLsSoda 6! mz ! HE |

1. Start
2. For each partchunk" in each
noun phrase's list [chunk1,
chunk2,chunk3,chunk4]:
a.For each word in subtree leaves:
i1 Ifawordin [W1, W2, WZ X 6
then: save chunk in A1 column
i1 Ifawordin [W1, W2, WZ X 6
then: save chunk in A2 column
i1 Ifawordin [W1, W2, WZ X 6
then: save chunk in A3 column
i1 Ifawordin [W1, W2, WZ X 6
then: save chunk in A4 column
i Ifawordin [W1, W2, WZ X 6
then: save chunk in A5 columi
i Ifawordin [W1, W2, WZ X 6
then: save chunk in A6 columi
i1 Ifawordin [W1, W2, WZ X 6
then: save chunk in A7aumn
i1 Ifawordin [W1, W2, WZ X 6
then: save chunk in A8 columi
END FOR
3. END

For example for hotel aspect extraction which is
the case study in this thesis, there are seven
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ALGORITHM:®egation handling algorithm
sentiment analyzer, and lexicon based SA. Each

Input : review(i) classifer in sequential order, evaluate tspect ofd
nounphrase. In the first step the supervised classifier
Positive_word_list [ ]= WORNET corpus may determine the polarity of the aspect noun
,negative_word_list [ ][= WORNET corpus phrase, ifa certaindegree of confidencs achieved,
here the degree afonfidenceis the summation of
Negation_list = [not, no, never, nothing, words percentage that located in TFIDF, that

nowhere hardly, barely , At
must reach to 0.50 in the TFIDF else the aspect

Output: negation reflected in a reviews(i) phrase will be analyzed by lexicon SA tod its
polarity. Algorithm (4 describes the steps of the
1. Start proposed sentiment analysis algorithm
2. For each word in review(i):
For word in Nation_lis: ALGORITHM:$roposedsentiment analysis
if associative_verb in
positive_word_list.words( ) then : Input: user's reviews
Negative_sentiment + = 1
Score= score Output: - the sentimentpolarity of each review,
Else if associative_ver in (positive or negative)

negative_word_list .words( ) then
Positive_sentiment + = 1

1. Start
Score= score .
End if For each review :
End if a. if areview (i) contain negation then:
End for 1 Negation handler
3. End for i Else:go to step 3
4. End T Endif
3. Convert he reviews to bigram representation
4. Send bigram of review (i) to supervised

sentiment analyzer

aspects areAl is Hotel, A2 is staff, A3 is location
A4 is service, A5 is room, A6 is eestaurantA7 is
clean A8 is theprice By executingthe algorithm

3.6 for_this dataset, thextract_edaspect can be 5. If review (i) words in TF/IDF dataset >

categorizednto sevenaspectsusing the words that

are representing each aspect field. example, =0.50 then:

location aspectis representedy words [location,

position, close, areand other words..] and s ch O Y

for other six aspects. b. Else use a lexicon
sentiment analyzer to

3. Hybrid sentiment analysis part: This calculate sentiment for

part is a sentiment analyzer pant the proposed review (i)

system. It is responsible for the polarity .

classification of aspects thafre extractedo either End if

positive or negative. This proposed hybrid analyzer End for

represerg a contribution that can handle negations End

that represend weaknesén most of the supervised
ML sentiment analysis approachesd deal withthe
problem of specifying sentiment polarity of new Negation handling process is an essential step
sentences that far from #&aining set of the before sending the review to the sentiment
supervised part. The proposed approach Is/brid analyzer; the SA process needs to refine the review
approach that depends on two stages. SA supervisedirom negation as the negation may reflect the

30



Journal of AL-Qadisiyah for computer science and mathematics

ISSN (Print): 2074 — 0204

Vol.11 No.2 Year 2019

ISSN (Online): 2521 — 3504

sentiment polarity as in (not good hotel have to
substitute by the bad hotel, and so ofihe
negation handling algorithnis illustratedin the
algorithm(5)

ALGORITHM : lexicon based sentiment
analyzer

Input: a review

Output: sentiment polarity (positive or
negative)

1. Start

2. For | =1 to dataset(size):

3. Find part of speech POS for
review (i)

4. For each word in POS :

a. |If POS (word) in review(i) in
[NNS,NN,NNPS,J3J,JJR,JJ9
RBR,RBS,VB,VBSD,VBG,
N,VBP] AND NOT I&op-
words:

b. Lemmatize POS(word)

c. unify all verb tenses to
verb

d. unify all noun cases to
noun

e. unify all adjectives adverb
cases to adjective, adverb
respectively

5. Find score of each feature of
review(i) using WORDNET
lexicon

6. If score > 0 then score = suof

scores L length (score)

End for

8. End

~

Now let explain the first part of the proposed
hybrid SA whichis supervisegbart. The firststep
is building a bag of words (bigrams), and divide
BOG into 0.75 training set and 0.25 testing set.
Then useéhetraining set to train the SVM model
Machine leaming model as in algorithm Y6
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ALGORITHM : reviews the machine learning
model

Input: acorpusof normalized reviews [ ]

Output: atrained machine learning system to
predict sentiment review to (positiveor

negative)

1. Start

2. Build a bag othe word (bigram) from
cleaned normalized corpus reviews
dataset

3. Divide bag othe word into 0.75
training set and 0.25 training set

4. Train the machine learning model
usingthe training dataset

5. Test thesentiment anaysis machine
learning usingthe testingdataset

6. End

If the percentage of the words in the review is
less than 0.5 in the TFIDF of the reviews corpus,
the reviewis forwardedto the lexicon based SA.
In the lexiconSA, the polarity of the text can be
calculated by the sum of the polarity values of
each word exist in that review. The sentiment
lexicon assigis polarity values for polar words
that are coming in a review. In this proposed
system we used WORDNET lexicon. The steps
of lexiconbasedSA in thealgorithm(7):

This lexicon based SAs a domainindependent
that means SA can handle cases of new reviews
that maytalk about topics thaarenear the hotels
subject.

7. Results

Testing the proposed architecture of the ABSA
system have to be executby using a standard
dataset. The tess performedfor both steps; the
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proposed aspect extraction algorithm and the
proposed hybrid sentiment analysis algorithm.

For aspect extraction algorithm tl&eme-Eval
2015 dataset abouthotel reviews This is a
dataset that is distributed for AspectBased
Sentiment analysis (ABSA) of SeBval2015 It
consistsof 266 sentenceswith hotel customer
reviews. It contains 266 point target, aspect
categories, and sentiment polarity notation

This targetis accomplishedby calculatingtrue
positive, true negative,false positive, and then
precision and recall. Thdrue positive (TP)
means the number of intersections between
aspects tagged bthe proposedalgorithm and
identified in the dataset. The false positive (FP)
repreent the number of aspects term occurrences
specified by the proposedalgorithm but not
mentioned in the dataset. False negative (FN)
represents the number of aspect terms occurs in
the dataset but not havween identifiedby the
proposed algorithmPrecison and recall then
calculated

IO AN TRy S 1)
YQO O &6—

The proposedp-chunker the precision was
(0.79), recall average is (0.6%nd Fscore is
(0.73) that refers to betteaccuracy and better
constituencybetween presion and recall. See
figure (6 for precision and recailh figure (7)for
bothfrequentnoun algorithm (algorithm 2.1) and
proposedh p-chunkeralgorithm (3.1)

precsion percent

Number Of Reviews

Figure (6) precision of the p_chunker
algorithm
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Recall percent

Number Of reviews

Figure (7) recall of p_chunker algorithm

In the probabilistic chunker methods, the system
developerhasto choose the optimal number of
topics during the LDA before implementirige
chunking process. Choosing the optimal topics
number is done bgomputingcoherence foma
various number of topicsin operation very
similar to crossvalidationoperation thats done
when testingan ML model. The best number
with higher coherence was 20 topics was chosen
according to the test ashown in figure (3
bdow:

0.80

0.70

0.65

Coherence score

0.60

0.55

0 5 10 15 20 25 30 35 40
Num Topics

Figure (8) optimal number of topics with the
best coherence

Then system developer has to specify the aspects
related tothe hotelby the experienceof hotel
recommender system expertise. After that
choosing from LDA topics the words that are
used torepresent and categorize the aspects as in
the following sets:
Location=
['location’,'position'closé,'area’,..e f] ¢
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Hotek ['hotel','style’,'shuttle’,'lobby:, etc]]

Staff= ['staff','helpful','friendly'etc]]

Roon* ['room';bed, rooms etc]]
Redaurant=preakfast'meal’,'lunch’,'restaurant’,'f
ood'grille’,etd]

Clean= [clean,'dirty’,'smelled']]
Service=['service','bathroom’,'bathrooms’,'recepti
on','bath’,'spa’,'gem’,'wifi', T\&jrconditionetetc

1]

Price= [pricé€,'pay,'paid]]

The secondpart of the proposed system is the
Sentiment Analyzer (SA). The accuracy in this
SA has to be measured becausegiites the
opinion polarity from extracted aspect to the RS.
The proposed algorithnis comparedwith the
four most used machine learning aigfoms in
SA (SVM, naive bays, decision tree, random
forest) two lexicon algorithms (Anelachan, and
Vader), and one deep learning convolutional
neural network.

This part will measure the accuracy of the
proposed sentiment analysis algorithm (4.7)
which is used for English language only the
accuracy will bemeasured and compared using a
standard dataset from Kaggle dataset from

Ahmed .B/ Aliaa .K

DATAINFINITI * for 1000 hotels. This dataset
has specified sentiment polarity for each review.
Accuracy measure for hybrid sentimeamalysis
by dividing the true positive (TP) whickhe
number of correct predictiondivided by the
total number ofeviews in the dataset.

The paradigms that wilbe measuredbr SA are
four, first supervised SA using naive bays, SVM,
decision tree, random forest, then the second is
lexicon based SAnelachanand Vader lexicon
method), the third is the proped hybrid
approach thatonsistsof two part. The first part
in the hybrid SAdependn thetrainedmachine
learning model which is naive baykhe second
part is lexicon without supervision part that use
WORDNET lexicon to specify the polarity of
featuwes extracted from a phrase. The fourth
paradigm is deep learning using CNNhe
precision and recall table to compare tloairf
approaches in the table)(1

Table 1 Sentiment analysis accuracy score for English datasets

‘\\model SVM Decision | Random | Deep Anelachan | Vader | Proposed
\‘\‘
Naive | tree Forest learnin . lexicon
dagaset % | Lexicon HAS
\
\ bays CNN )
\ algorithm
\“‘_ model
\
\\
A
Kaggle 0.87 0.84 0.82 0.86 0.90 0.79 0.84 0.91
hotels

The proposed system was overcome the other
machine learning algorithms like (SVM, naive
bays, decision tree, random forest) and two
lexicon algorithms Anelachan,and Vader) and
one deep learning Convolutional deep neural
network by accuracy reach to 0.9the proposed
system was also efficient in comparisonthe
convolutionaldeep neural netwh alsa

8. Conclusion

The aspectased sentiment aralysis is an
essential area in natural language understanding.
The work on this researb is revealedmany
points; first, the latenDirichlet analysis (LDA)

step in the proposed p_chunker algorithmrs a
efficient text analysis method to specify the
crucial mentioned aspect in the reviews with the
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words that represent each review. The proposed parts. First is supervised pawthich is SVM

aspect extraction algorithm p_chunker got
precision about 0.79 an@call 0.69 as in figure
(6) and figure (7)hat were mentioned in results
for aspect extraction algorithnThis proposed
algorithm overcoms its predecessoalgorithm
(frequentnouns) that need margarametersof
A-priori to be tuned manually by the
programmer like  (min_support and
min_confiedencewhile the proposedp_chunker
specify the aspects and wigrautomaticallyThe
second part isthe proposed sentimemtralysis
algorithm which isa hybrid that consist of two

34

classifier that is activated if the 38 or more of
the review words in th@F/IDF table otherwise
the second lexicon based SA is activated to
specify the polarity of a review. This approach
leads to increasein the generalization of the
sentiment analyzer thd¢ads to more accuracy
which reahes to 0.91. The aspectased
sentiment analyzer ibandyin many areas like
social network monitoring and recommendation
system that is relying on crowdsourcing and
public opinions.
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