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Abstract 

The output of pulse code modulation (PCM) 

encoder is statistically described; this 

description is used at the receiver to reduce the 

error of the received signal. Recently, PCM is 

the most important form of pulse modulation. 

Bit errors occur at the transmission of 

information through the communication 

system and the amount of error depends on the 

characteristics of the channel. In this paper, the 

voice message is sampled greater than Nyquist 

rate and quantized with scalar quantizer, then 
the quantized levels are encoded with 

resolution  B bits assigned to each level. The 

binary data are mapped and transmitted over 

Gaussian noise channel. The system was 

designed without channel coding. At the 

receiver the statistical description is exploited 

to conceal the errors. The results show that a 

significant improvement gained in bit error rate 

that was reduced from 0.078 to 0.052 at 

0 dB of 
Eb

N0
⁄  by soft decoding, compared to 

hard decoding. 
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Introduction 

Digital communication means the transmission 

of information from the source to the 
destination in digital form. Essentially pulse 

code modulation is a method of converting an 

analog signal into a digital signal. The main 

goal of transmission information in digital 

form is to reduce the errors. The amount of 

errors in communication system depends on 

the signal to noise ratio (S N⁄ ). If the  S N⁄  is 

established for a particular system and the rate 

of error is unacceptable, then some of error 

correction techniques must be applied.  

The technique of error concealment employs 

the priori knowledge information about the 

source coding. The combination of received bit 

and its probability of error lead to compute the 
transition probability. The transition 

probability is used with the amount of self-

probability, number of times that the 

transmitted symbol is occur at the source 

output, to find the a posteriori probability. The 

MAP estimator estimates the transmitted 
symbol by exploiting the a posteriori 

probability.  

Several works applied the error concealment 

technique to improve their systems 

performance’s using the Channel State 

Information (CSI), the technique used different 

amount of priori knowledge with the fading 

channel, Soft Output Viterbi Algorithm was 

used to compute the transition probabilities [1]. 

Driven framework provide for variable length 

soft decoding and several conditions were 
discussed for variable length and fixed length 

soft decoding in point of view of performance 

tradeoffs [2]. Three techniques used soft-

decision audio decoding to improve the quality 

of audio and reducing the decoding delay, 

these three techniques depend on the serial 

predictor cascades, forward-backward 

prediction, and exploiting the explicit 

redundancy [3]. Exploiting the priori 

knowledge about the transmitted parameter 

levels, is new concept presented, and the 

convolutional decoding is aided by soft 
decision decoding [4]. 

In this paper, the voice message is sampled 

greater than Nyquist rate and quantized with 

scalar quantizer. The output of the quantizer is 

encoded with fixed length source coding, with 

resolution 𝐵, where 𝐵 is the number of bits 

assigned for each transmitted parameter or 

level. The output of PCM encoder statistically 

described, that means self-probability was 

obtained for each parameter, and exploit this 
description at receiver to find the a posteriori 

probability [5]. The code words were mapped 

and transmitted over Gaussian noise channel. 

At the receiver the combination of self-

probability and transition probability is 

exploited to find the a posteriori probability, 

the transmitted parameters are estimated by a 

maximum a posteriori probability in the last 

block in the error concealment.  

The Proposed System Description  
The overall transmission system is depicted in 

Figure 1. The voice message 𝑣 ̃which is band 
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limited to 8𝐾𝐻𝑧 was sampled with 35% 

greater than the Nyquist rate. Selecting high 

sampling rate value to gives more accurate 

statistical description at the output of PCM 

encoder. The series of samples which varies 

between the minimum and maximum value of 

input voice signal are quantized with scalar 

quantizer.  The output of the scalar quantizer is 

a sequence of numbers of 𝑥, where 𝑥 =
[𝑥0, 𝑥1, 𝑥2, … 𝑥𝑖],  𝑥𝑖 ∈ 𝑄𝑡 with 𝑖 =
[0, 1, 2, … , 2𝐵 − 1]. The outputs of the 

quantizer are encoded with 𝐵 bit assign for 

each quantization levels; the resolution of 

coded parameters is selected to be 5 𝑏𝑖𝑡𝑠. 

The self-probability for each symbol of the 

PCM encoder outputs is statistically computed. 

The self-probabilities 𝑝(𝑥𝑖) that represent the 

number of times that the symbol occurs at the 

output of the PCM encoder are saved as a 
vector at the receiver side considering a priori 

knowledge about the source encoder. In this 

PCM system, zero priori knowledge is used to 

find the a posteriori probabilities. In addition to 

the statistical description of the output of the 

source encoder, the sequences of bits are 

converted to a digital signal using mapping 

technique. So the digital data is converted to 

bipolar signal of a form 𝑥0
𝑏 ∈ {−1, +1}.  

Bipolar signal is transmitted over Gaussian 
channel using baseband transmission, 
where a white Gaussian noise is added to 
the transmitted digital signal over the 
channel. In Gaussian channel no amplitude 
loss (fading does not exist) distortion is 
introduced by the noise [6].  
Transition probabilities are computed by 
exploiting the 𝐿𝑐  which represent the 
channel state information (CSI), and can be 
found by: 

𝐿𝑐 = 4 ∗  
𝐸𝑏

𝑁0
              (1)                                                                                                                        

 

 
Where 𝐸𝑏energy of transmitted bit, and 𝑁0 
is white noise [1].  

 
Then, the bit error probability of the hard 
decided bit can be formulated as [7] 

 

 𝑝𝑒0(𝑏) =
1

1+exp |𝐿𝑐∗𝑦0(𝑏)|
        (2)                                                                                                          

 
The received combination of hard bit 𝑦0(𝑏) 
and its instantaneous bit error probability 
𝑝𝑒0(𝑏) is named soft bit. From the 
instantaneous bit error probability, the 
conditional bit probability for transition of 
transmitted bit to the known received bit 
can be computed using [5] 

𝑝 (
𝑦0(𝑏)

𝑥0
𝑖 (𝑏)⁄ ) =

{
1 − 𝑝𝑒0(𝑏)              𝑖𝑓   𝑦0(𝑏) = 𝑥0

𝑖 (𝑏)         

𝑝𝑒0(𝑏)                     𝑖𝑓   𝑦0(𝑏) ≠ 𝑥0
𝑖 (𝑏)   

 (3) 

 
The channel is memoryless channel, so the 
codeword transition probability is given 
by[5]: 

𝑝 (
𝑦0

𝑥0
𝑖⁄ ) = ∏ 𝑝 (

𝑦0(𝑏)
𝑥0

𝑖 (𝑏)⁄ )𝐵
𝑏=1       (4)     

 
The a posteriori probabilities for the 
transmitted symbols are computed using 
self-probability for the symbol and the 
transition probability as described by Bayes 
rule [8]. 

 𝑝 (
𝑥0

𝑖

𝑦0
⁄ ) =

𝑝(
𝑦0

𝑥0
𝑖⁄ )𝑝(𝑥0

𝑖 )

∑ 𝑝(
𝑦0

𝑥0
𝑖⁄ )𝑝(𝑥0

𝑖 )2𝐵−1
𝑖=0

    (5)                                                                                                

 
Maximum a posteriori probability estimator 
is used to estimate the transmitted encoded 
symbol; MAP estimator is selected because 
it minimizes the probability error for the 
decoded symbol. Decoded symbols in MAP 
represent single codeword from the 
quantization Table [5].  

 

 𝑣 = 𝑚𝑎𝑥𝑖  𝑝 (
𝑥0

𝑖

𝑦0
⁄ )         (6)                                                                                                             

 

 
Figure 1: Block diagram of proposed PCM communication 

system 
 

Results and Discussion 

The BER is considered as a key that is used for 

evaluating the digital communication systems. 

Performance of the proposed PCM 

communication system which is depicted in 

Figure 1 is evaluated in term of Bit Error Rate 

(BER). The voice message 𝑣 ̃which is band 

limited to 8 𝐾𝐻𝑧 sampled with 35% greater 

than the Nyquist rate. Then the discrete signal 

is quantized with scalar quantizer with 

resolution of 5 𝑏𝑖𝑡𝑠  assigned to each 

parameter level. The series of binary data are 

mapped to {-1, +1}, and transmitted over 

Gaussian channel.  

As shown in Figure 2, the performance of the 
proposed PCM system in term of BER, that the 
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theoretical BER and simulated BER are 

identical, this is due to that the system is 

simulated without any knowledge about the 

behavior of source encoder output.  

The performance of the proposed PCM system 

using priori knowledge is better than the 

system without priori knowledge as shown in 

Figure 3, remarkable BER improvement 

obtained of about 0.0264 at 0 𝑑𝐵  𝑜𝑓 
𝐸𝑏

𝑁0
⁄  by 

exploiting the behavior (statistical description) 

of the source encoder. The statistical 

description of the source encoder output assists 

the receiver to conceal the error. The amount 

of error concealment depends on the amount of 

the priori knowledge obtained about the output 

of source encoder. 

 

Figure 2: BER Performance for Theoretical and 

Hard Decoding 

 

Figure 3: BER Performance for Hard Decoding 

and Soft Decoding 

Conclusion 

By using MATLAB software, the Pulse code 

modulation system which is depicted in Figure 

1 was simulated. The system was implemented 

without channel coding (error correction 

techniques).The Performance of the system is 

evaluated in terms of BER and the results show 

that a significant amount of BER improvement 

obtained of about 0.0264 at  0 dB  of  
Eb

N0
⁄   

by exploit the knowledge about the output of 

source encoder, the amount of improvement 

depends on the amount of the priori 

knowledge. The results also show that, there is 

trade of between the value of resolution and 

the number of samples applied to the system, 

huge number gives more accurate statistical 

description. 
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