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 -الخلاصة:
 (neurons)تحذذ ث ثذذبق تثمذذ ن مذذن احةيذذث ر ن الأمذذ م شذذث ع بيذذثاع اان اار  ذذ    لتفي هذذ ا احث ذذت ا ذذ ة 

تم بمذذذ ل احطثمذذذع اح  ذذذطاع )اشبكاذذذع( حل ذذذث ع و . الأرة ذذذع  ذذذ ين ممة مذذع  ةريذذذ  ح وبطريمذذع اار  ذذذ   احة رذذذ  لطريمذذذع حلذذذ ةل  واحذذذ 

احم ذ (  احة لاذع رذد   بامذت  . س حداحذع احمطذا احئا(ذد(بداحتي  م اط مخ لك ين وهم  احداحع الخطاع وداحذع )اش ذجين هش ل  بلى اشمدمع

اح ذذث ع اشمة ذذع اح ثذذ   بلذذى  ةريذذ  مخ لذذ  الأرة ذذع الخطاذذع وتذذ  الخطاذذع وبرذذربع  ةلذذ  لثذذ   ررذذثا  وبدو  ا   ذذع    ا ذذ بدا  

 شث  ن اان دوال  م اط مم ظر  حل مة مع  اشراد  ةريكه .

   Abstract:- 

A back-propagation feed forward neural network with three layers was applied for 

different systems identifications. The intermediate layer (hidden layer) of the proposed neural 

network is built with hybrid activation functions provided with two different activation 

functions namely linear activation function and hyperbolic tangent activation function. The 

results show the ability of the network to identify linear as well as nonlinear system with high 

speed of convergence comparing with traditional neural network structures. Without the need 

to build networks that have activation factions correspond the applied system. 

1. Introduction 

System Identification is the process of finding a model that best produces a data, 

obtained by a system with a known input. Obtaining a model of a system is quite useful in 

studying its behaviour. This model can be obtained by either the use of physical laws that 

govern the system or by identification procedures [1] (which can be performed by processing 

input / output data obtained by performing various experiments). Once a good model is 

obtained, it can be used for the analysis of the system properties, prediction and controller 

design. 

There are two types of identification categories:-  

(1) Parametric approaches such as least square, recursive least square, generalized least 

square, maximum likelihood an instrumental variables.  

(2) Non-Parametric approaches which include transient analysis, frequency analysis, 

correlation analysis, spectrum analysis and Neural Networks (NNs). 

In general non-parametric methods are easy to use but they give moderately accurate 

models. In neural network approach, the model is obtained by adjusting a number of 



  1002( لسنة 4( العدد )21مجلة القادسية للعلوم الصرفة المجلد )

 

 

 222 

connection weights arranged in a sufficient layers, such that the difference between the 

system’s output and the neural network’s output is minimized. 

A neural network is a mathematical model, which is normally used to identify dynamic 

systems. Its benefit is the capability to identify a system when the model structure is not 

defined. 

There are different kinds of neural networks (all of them are characterized by a specific 

architecture or some other features) and many different training algorithms used for 

identification problems for example Scott and Harmon[2,3,4], Codeca and Casella[5], Li[6], 

Gil et al[7], Ko et al[8], Kosmatopoulos et al[9], Alanis et al[10],  

 

2. Neural Networks:- 

 Artificial Neural Networks (ANN’s), also know as connectionist models, are rapidly 

evolving facet of artificial intelligence (AI) [2]. In particular, the main idea is to reproduce 

the intelligence and the capability to learn from examples, simulating the brain neuronal 

structure on a calculator. ANN’s are interconnected networks of simple elements which 

interact with the objects of the real world in the same way as biological nervous system does. 

Because of the biological basis for the artificial neural networks, it is not surprising that many 

of the terms used in their study are borrowed from neurophysiology [2]. The processing units 

are neurons, nodes or processors; while the connections between these units are known as 

interconnected, synapses or weights. The pattern of the connections between the units 

determines the architecture of the network, which in the extremes, can be fully interconnected 

(recurrent neural networks) or connected in one direction only (feed forward neural 

networks). 

ANN’s must be learned before its using. There are many learning algorithms that can be 

used to train ANN’s; back-propagation (with its modifications) is currently the mainstay of 

artificial neural networks learning and it selected to train the proposed neural network.  

 

2.1. Hybrid Feed Forward Neural Networks:- 

The feed forward neural network is the most used neural network architecture, it based 

on series connection of neuron layers, each one composed by a set of neurons connected in 

parallel. The signals flow the input layer through the hidden layer(s) to the output layer via 

uni-directional connections. There are one or more layers between the input and output 

layers. 

The proposed neural network as shown in figure 1, consists of a three layers which are 

input layer with four neurons, the hidden layer with six neurons halves of them have a linear 

activation functions and the other halves have a hyperbolic tangent activation function, and 

the output layer has one output neuron. 

By assuming that the sum of inputs to the i
th

-cell of the K
th

-layer is Si
k
, its output is Oi

k
, 

the weighting value from i
th

-cell of (K-1)
th

-layer to the i
th

-cell of the K
th

-layer is wij. F (.) is 

the relation input between input and output (activation function). Therefore, 

 
1 k

iij

j

k

i SwS ………………………………………………………………..….(1) 

Oi
k 
=F (Si

k
) ………………………………………………………………………..(2) 

 

 

For the hidden layer, the activation function is  
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Where C is constant. 

 

To improve the network precision the error back-probagation with momentum is 

introduced. That is the weighting values Neural Networks wij could be changed according to 

the error between the actual output and the desired output, so as to minimize the error. 

 

2)(
2

1
YiOiE

i

  ………………………………………………………………...(4) 

 

2.2. Establish the Neural Network Model  

  In this work a parallel structure is used. The model Neural Network and the System 

(Plant) receive the same external inputs as shown in figure 2. The system and the network are 

two independent processes which share the same external inputs, but their outputs do not 

interfere with one another. The errors between these outputs are used to adjust the connection 

weights of the neural network. 

 

3. Results 

This section shows some simulation results. The training data excite all modes of the 

given plants, where the following input sequence is used for these purposes:- 

 

Uk=random[-3,3]   for  1.0≤k≤500    …...…………………..……………………(5) 

 

The performance evaluation of the neural network is the root mean square (RMS) 

criteria used:- 

 

RMS=
500

))()((
2

kyky netpk


……………………………….…………………...(6) 

While the testing signal of 200 input samples used is as shown in figure 3:- 

 

UK=















200.0k100.0    .......for..........70.)/8.0).-sin((k*0.0570.)/4.0)-sin((k*0.51.0

0.1000for   .......................................................................................................0.1

0.for  .............................................................,.......................................................0

k

k

 (7) 

 

 

The simulation is made on the following three plants that differ in their degree of nonlinearity 

[1]. 
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Plant Number 1:- Which is a linear in both input and output behaviour, as describe in 

equation (8). 

 

yk=A1yk-1 + A2yk-2 + B1Uk-1 + B2 Uk-2  ……………………..……………………....(8) 

 

Where A1=1.752821, A2= -0.818731, B1=0.011698, B2=0.010942 

The learning rate is adopted as 0.025, momentum constant is 0.35. and after 1000 

iterations the results of RMS error is 0.001668 as shown in figure 4 and the testing signals  is 

shown in figure 5. 

 

Plant Number 2:- Which is a linear in the input and nonlinear in the output behaviour, 

as describe in equation (9). 

 

yk=A1yk-1 + A2yk-2 + A3y
3

k-2 + B1 Uk-2 ……………………….…………………….(9) 

 

Where A1=1.04, A2= -0.824,  A3=0.130667, B1= -0.16  

The learning rate is adopted as 0.025, momentum constant is 0.35 and after 1000 

iterations the results of RMS error is 0.007278 as shown in figure 6 and the testing signals  is 

shown in figure 7. 

 

Plant Number 3:- Which is a strong nonlinear in both input and in the output 

behaviours, as describe in equation (10). 

 

 

yk= yk-1 /(1 + y
2

k-1)+  U
3

k-1……………………………………..............................(10) 

 

The learning rate is adopted as 0.025, momentum constant is 0.45 and after 1000 

iterations the results of RMS error is 0.001276 as shown in figure 8 and the testing signals  is 

shown in figure 9. 

The simulation show that the proposed network has a good identification results for the 

difference systems dynamics. This is because of the combination behaviour of the activation 

function where the linear part of the network give an excellent results for the linear 

characteristics of the plant while the nonlinear part of the network give an excellent results 

for the nonlinear characteristics of the plant.  
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                          Figure (1) Multi layer hybrid feed forward network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                      Figure (2):- Parallel Structure Identification 
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                        Figure 4:- RMS Error of the Plant1 

 

 

 

 

 

 

 

 

 

 

 

   

                 Figure5:-Plant1 and Neural Network Outputs To The Test Signal 
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Figure3:- Testing input signal Uk 
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                        Figure6:- RMS Error of the Plant2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          Figure7:-Plant2 and Neural Network Outputs To The Test Signal 
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                        Figure8:- RMS Error of the Plant3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

             Figue9:- Plant3 and Neural Network Outputs To the Test Signal 
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