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1.Abstract

The main objective of the present study is the use of known statistical methods to overcome
the problems in the data and the comparison between them and also to discover the best method
and apply it on factual data. This represents the influence of time on children weights, to do that
the study considered taking four measurements of weights; they are (the weight in the first
month, the weight in the third month, the weight in sixth month, and the weight in the ninth
month) from which is one of the governmental health centers in Najaf governorate. The data
have been analyzed with different methods including the (Classical) method which represents
(Linear Regression Model) and the (Robust Method). Outliers were added to the factual data
then analyzed again with the same abovementioned methods. To find out which of the two
methods is the best, a comparison has been conducted in which different measurements are used,
and they are: Mean Square Error (MSE), Coefficient of Determination (R?), and (P-Value). The
comparison showed that Linear Regression Model is better that Robust Model in case of factual
data free of outliers, whereas the Robust Model is found to be better than Linear Regression
Model in case of factual data with outliers.
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2. Introduction

This type of experiment design in medical experiments appears when the measurements of
response are repeated more than one time, when the patient is given a treatment in a series period of
time.

Also, in agricultural experiments when the re-run of the experiment in the intervals is frequent
such as fertilizing trees experiments, the self-correlation between errors is found to be stochastic.
The mathematical model can be written according to the following formula:
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The Mathematical model can be write according to the following formula:

Yk =HFT €
i=1,2,...n k=1,2, ....p (period time)

The method of data analysis of these experiments depends on the degree of correlation between
the random error in the time period (K, K-1).
The present study built a mathematical model using Matlab programming language to compare
between Robust and Classical analysis.

3. Objectives

The main objective of the research is to conduct an empirical study to test the frequent
measurement in order to discover the influence of time on children weights. The data have been
obtained from one of the governmental health centers in Najaf governorate, and it is (Khawla Bint
Zwain) health center.

4. Review of Lectures

Standard methods of testing for repeated measures experiments and other mixed linear models
are based on the likelihood function or least squares methods (Diggle, P. J. (1988). These methods
are known to be sensitive to model misspecification, and can be adversely affected by the presence
of outliers. [1]

Catherine Potvin, Martin J. Lechowicz, and Serge Tardif (1990), Studied The Statistical
Analysis of Ecophysiological Response Curves Obtained from Experiments Involving Repeated
Measures. [8]

Mushfiqur, M. (1995) study a robust analysis of two-way models with repeated measures on
both factors is developed using a dispersion function. This robust analysis gives users a complete
inference: Estimation, tests for the general linear hypotheses.[5]

Padmanabhan, A.R., Chinchilli, V. M ., Babu, G. J . (1997), Studied robust analysis of within-
unit variances in repeated measurement experiments. The objective of study is to compare the
within-unit variances of two or more treatments, products, or techniques. In this situation, a
repeated measurement design involving a random effects model, with possibly heterogeneous
variances, is appropriate.[9]

Wilcox, R. R. and Keselman, H. J., (2003), Studied Repeated measures one-way a nova based
on a modified one — step M-estimator. [13]

Maher, K. (2005), study the case of One-Way Repeated Measures Analysis of Variance under
Robust and non-robust with Spss. [6]

Modern Robust Statistical Methods "An Easy Way to Maximize the Accuracy and Power of
Your Research”, studied by David, M. and Vikki, M. (2008). [2]

5. The Theoretical Side:
5.1 Methods of Repeated Measures Analysis
There are several methods to analyze the repeated measurements, in this section we present
some of them and discuss the methods that are appropriate to be used:
e General Linear Modal
e Multivariate Analysis

5.1.1 General Linear Model

This side is a large and complex set of statistical methods tied together by a unifying
conceptual framework known as “The General Linear Model” (GLM). This model can be used to
answer an amazing variety of research questions within an infinite number of different experimental
designs. Basically, the GLM can be used to test almost any hypothesis about a dependent variable
(DV) that is measured numerically (e.g., height, income, 1Q, age, time needed to run a 100-yard
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dash, grade point average, etc.; but not categorical DVs like eye color, sex, etc.). there are special
cases of the GLM. So are correlation, regression, and the Analysis of Variance (ANOVA). [7]
Where it will be the analysis of anova table for mathematical model

Yie =H+Titeg ... (D) o
i=1,2,...n , k=12, ....p (period time)

Table (1) Analysis of Variance (ANOVA)

source Ss df Ms F
conditions SSconditions (k'l) I\/lsconditions Ms conditions
i Ms error
subjects SS subjects (n-1) MS subjects Ms subjects
Ms error
error SS error (k'l)(n'l) MS error
Total SS Total (n'l)

It is important to mention the significance of using (effect code) for dummy variables to
differentiate between the characteristics of the variable instead of the serial numbers which causes
that the variable loses a lot of its analytical characteristics and cancels the quantitative importance
for the categories of the descriptive or qualitative variable. The variable which has (k) characteristic
has been known by the number of (k-1) dummy variables, so as the matrix be (x' x) with full rank.
[16]

The function used in the program gives the following formula:

d=dummyvar (time);

5.1.2 Multivariate profile analysis

Profile analysis is an analysis of the profile or a comparison of two or more profiles. Profile
analysis is often discussed in the context of administering a battery of p psychological or other tests
.In growth curve analysis, where the variables are measured at time intervals, the responses have a
natural order. In profile analysis where the variables arise from test scores, there is ordinarily no
natural order. A distinction is not always made between repeated measures of the same variable
through time and profile analysis of several different commensurate variables on the same
individual [11]

In multivariate linear regression (MR) models, one is not interested in predicting only one
dependent variable but rather several dependent random variables yi, yo. . . Yy, Two possible
extensions with regard to the set of independent variables for MR models are (1) the design matrix
X of independent variables is the same for each dependent variable or (2) each dependent variable is
related to a different set of independent variables so that p design matrices are permitted. [12]

General linear model will be as follows :

Y=X[f+¢ ... (2
Such that : YijI:[ Yii, Yiz,..., Yip] ~IN(4,Z)
1i=1,2,...,1 , =1.2,....p (p 1s period time)
g =XTX)"xTy .. (3)

The null hypothesis is going to be a test equal to the effect of the response to the same group
of people as the:

Horpig =y = o = Uy
H: At least two unequal
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Using arrays as:

HO: C ﬁl\A = 0
Hi:cB'A+0
C1x1=(1)
Bl*P=(#1r#2. o lp)

10 ... 0]
1 0 0
0o 1 . 0
Apip-1= O 1 S O
0 1
-1 1]
H, ~ /up (0]
M, - M| |0
As it will become null hypothesis:Hy: | S R
_ILlp_l B lLlp_ —O—

To test this hypothesis we use the Wilks test that rely on finding all of the total error square
(E)and the total square hypothesis (H) where:

E=AY'[I-X(X'X)"'YA N ()]
H=(cBA[CX'X)' T cB A ... (5
As it would reject the null hypothesis under significantly level («) if:

=Bl - pyp-11,N-1 [17] ...(6)

T |E+H|

The multi-variable analysis of variance table is a one-way (MANOVA) as in the following
table: [10]

Table (2) the multi-variable analysis of variance (MANOVA)

Source | d.f $Sp
Groups I-1 H
Within error N-I E
Total N-1 T
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6. Methods of estimation

Methods of estimation

]
,, l

Ordinary Methods Robust Methods

! !
l ) !

M. L OLS Robust fit fitlm M-estimator

Fig (1) some types of Methods of estimation

6.1 Ordinary Methods [15]

The ordinary ways of estimation depend on the assumption that the parameter to be estimated
is fixed and not variable but it is of unknown value. Estimation such as this, the dependence is only
on the data of the sample.

Among these are (OLS and M.L) where the mathematical formula for the two samples by
comparing between them from proof point of view will be:

B =X"X)'XTY

6.2 Robust Methods

Robust statistics are statistics with good performance for data drawn from a wide range of
probability distributions, especially for distributions that are not normal. Robust statistical methods
have been developed for many common problems, such as estimating location, scale and regression
parameters. One motivation is to produce statistical methods that are not unduly affected by outliers
Another motivation is to provide methods with good performance when there are small departures
from parametric distributions. From these estimates (M-estimator, fitlm , robust fit). [3]

7. Comparison between Estimation Methods [3]

Three measures compared between the classical and robust estimation methods to get the best
way to estimate which are :
1. Mean Square Error (MSE) Which takes the following formula :[4]

MSE:EM (D)

2. P_value
3. Relative efficiency (R?) Which takes the following formula :[14]

TSS=3(Y — Y)? ... (8
RSS=Y.(Y — ¥)? ... (9
TSS

2 _
RP=1- = ... (10)
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8. The practical side
8.1 Goodness fit

Before starting the statistical analysis of research data, test the hypothesis (Observations belong
to the Normal distribution) ,which is the most important conditions for the regression which must
be fulfilled in the data analysis. Where it tested through Easy fit program, which showed results
shown in the following figures:

Mormal [#£43]

Kolmogorov-Smirnow

Sample Size 80

Statistic 0.08735

P-Value 0.54556

Rank 23

oL 0.2 0.1 0.05 0.02 0.01
Critical Value 0.11787 | 0.13467 | 0.1495 | 0.16728 | 0.17949
Reject? MNo No Mo No Mo

Anderson-Darling

Sample Size 80

Statistic 0.74867

Rank 23

o, 0.2 0.1 0.05 0.02 0.01
Critical value 1.2749 1.9286 2.5018 3.2892 3.9074
Reject? MNo Na MNao Na Nao
Chi-Squared

Deg. of freedom | &

Statistic 5.455

P-Value 0.3742

Rank 28

ol 0.2 0.1 0.05 0.02 0.01
Critical Value §.5581 10.645 | 12.592 | 15.033 16.812
Reject? No Na MNao Na Nao

Fig(2) Output window shows the program easy fit

Probability Density Function

fx)

24 32 4 48 56 6.4 72 8 88 96 104 1.2 12
x

O Histogram — Normal

Fig (3) probability Density Function for real data
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Form above test results became clear to us not reject the hypothesis above in all test measures,
this means that the data belongs normal distribution with parameters (u=6.23 , o =2.0775), We
will adopt in this aspect on the analysis of data in the two cases, which is the natural state and the
status of the presence of outliers

8.2 Natural case:

1- Linear regression model

We used the function in Matlab-the-shelf software for regression analysis that are written in
this format:
Lm = fitlm (th,'weight~timel+time2+time3’)

Im =

Linear regression model:
weight ~ 1 4+ timel + time2 + time3

Estimated Coefficients:

Estimate SE tstat pValue
(Intercept) 8.775 0.21572 35.938 5.2758e-53
timel -4.54 0.31072 -15.898 7.0024e-26
time2 -3.38 0.31072 -10.878 3.7243e-17
time3 -1.86 0.31072 -5.5986 6.629%=-08

Number of observations: B0, Error degrees of freedom: 76
Root Mean Squared Error: 0.983

R-squared: 0.785, Adjusted R-Squared 0.77¢

F-statistic vs. constant model: 92.4, p-value = 2.78e-25
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anova Im =

SumSq DF MeanSq F pValue

timel 244,04 1 244,04 252.76 1.0024e-26
time2 114,24 1 114.24 1168.33 3.7243e-17
time3 34.396 1 34,596 35.832 6.629%e-08
Error 73.378 16 0.9633

2- Linear regression model (robust fit):

We used the function in Matlab-the-shelf software for the analysis of the robust that are written
in this regression formula:
h=fitim(tb, weight~timel+time2+time3','robustOpts’,'on’)

h =
Linear regression model (robust fit):
weight ~ 1 4+ timel + time2 + time3

Estimated Coefficients:

Estimate SE tstat rpValue
(Intercept) B.e827 0.22191 359.127 4,1058e-52
timel -4,8435 0.31383 -15.434 3.5428e-25
time2 -3.2703 0.31383 -10.421 2.66%95%e-16
time3 -1.7665 0.31383 -5.6287 2.5021=-07

Number of observations: 80, Error degrees of freedom: 76
Root Mean Squared Error: 0.93%2
R-squared: 0.775, Adjusted B-Squared 0.766

F-statistic vs. constant model: 87.1, p-value = 1.57e-24
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dnova _ro =

timel
time2
time3

Error

099 -

095

08 r

Probability
o =
o =

=
P2
&

01

0.05

001
L

sumSq DF

234.6 1
106.95 1
31.203 1
74.851 76

Linear regression model

MeanSq F pValue
234.6 238.2 3.9428e-25
106.55 108.59 2.66%5%e-1¢
31.203 31.e82 2.9021e-07
0.58489
robust fit
x / X
099 /
¥
/
Xy

Residuals

095

09

Probability
- =
o =

=
[
&

01

005

0m

Residuals

Fig (4) plot Residuals for Natural data

3- Discuss the results :
In light of the previous review the most important results can be summarized as follows:

In case of Linear Regression Model, the Mean Square Errors (MSE) is smaller than in case of
Robust Fit.

In contrast to the previous point, the coefficient of determination (R?) is larger in case of Linear

Regression Model than in case of Robust Fit.

It is noted that (p-value) is smaller in case of Linear Regression Model than in case of Robust

Fit.

8.3 outliers case:

The detection of outliers has been of concern to statisticians and other scientists for over a
century. Those seen that are not consistent with the rest of the group data for any variable of
variables for a particular phenomenon or set of phenomena, may be of a great value, or may be
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small and located in one of the parties to the total views ranked in ascending or descending, and can
be defined statistically as she viewing derived from various community for the community in
question, i.e., that the original community polluted by observations of another community, and
these are called views persistent, there are several reasons for the emergence of views anomalies
including measurement errors, recording or sampling errors.

Where we've added abnormal values on previous statements by the following equation:

Weight(i)= Weight(i)+ Weight(i)*0.8

Where we have added six of outliers on real data that we used previously in the natural state
and randomly selected these values also comes: i=10, 20, 12, 33, 14, 55

1- Linear regression model

We used the function in Matlab-the-shelf software for regression analysis that  are written in
this format:
Lm = fitlm (tb,'weight~timel+time2+time3’)

Im =

Linear regression model:
weight ~ 1 4+ timel + timeZ + time3

Estimated Coefficients:

Estimate SE tstat pValue
{(Intercept) 5.475 0.41022 23.097 4.273e-36
timel -5.47¢ 0.58014 -5.435% 1.5338e-14
time2 -3.704 0.58014 -6.384¢6 1.236le-08
time3 -2.22 0.58014 -3.8266 0.00026478

Number of cbservations: 80, Error degrees of freedom: 76
Root Mean Sguared Error: 1.83
R-sguared: 0.558, Adjusted R-Sguared 0.541

F-statistic ws. constant medel: 32, p-value = 1.78e-13
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anova Im =

SumSq DF MeanSq F pValue

timel 299.87 1 299.87 89.095 1.9338e-14
time2 137.2 1 137.2 40.763 1.2361e-08
time3 49,284 1 49.284 14.643 0.00026478
Error 235.75 16 3.3657

2- Linear regression model (robust fit):

We used the function in Matlab-the-shelf software for the analysis of the hippocampus that are
written in this regression formula:
h=fitim(tb, weight~timel+time2+time3', robustOpts’,'on)

h =
Linear regression model (robust fit):
weight ~ 1 4+ timel + timeZ 4 time3

Estimated Coefficients:

Estimate SE tstat pValue
(Intercept) 8.6937 0.27896 31.165 4.844e-45
timel -4.7541 0.39451 -12.152 1.7106e-19
time2 -3.0567 0.39451 -7.7481 3.3367e-11
time3 -1.867 0.39451 -4.7324 1.0048%e-05

Number of observations: 80, Error degrees of freedom: 76
Root Mean Squared Error: 1.25

R-squared: 0.683, Adjusted R-Squared 0.67

F-statistic vs. constant model: 54.5, p-value = 6.652-19
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anova ro =

SumSq DF MeanSq F pValue

timel 229.83 1 229.83 147.67 1.7106e-19
time2 53.435 1 93.435 ©0.033 3.3367e-11
time3 34.856 1 34.856 22.356 1.0045e-05
Error 118.28 16 1.5564

Linear regression model robust fit

¥ 0%

08

076 0

P robabil ity
=
=

P robabil ity
=
=

025 r 025

01 r

0.05

T 0o

/' 1 Il 1 Il 1 Il ] "] 1 Il Il Il 1 ]
4 2 0 2 4 6 8 10 2 0 2 4 6 8 10
Residuals Residuals

Fig (5) plot Residuals for outliers data

¢ Note from the above diagram that in the case of a outliers values are more a departure from the
regression line on the reverse the natural case.

4- Discuss the results :
In light of previous results, the most important results can be summarized as follows:

e In case of Robust Fit, the Mean Square Errors (MSE) is smaller than in case of Linear
Regression Model.

e In contrast to the previous point, the coefficient of determination (R?) is larger in case of Robust
Fit than in case of Linear Regression Model.

e It is noted that (p-value) is smaller in case of Robust Fit than in case of Linear Regression
Model.
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9. Conclusion

e It is noted that in case of (factual data), the Linear Regression Model is better than Robust Fit
because it has smallest Mean Square Errors (MSE) , biggest coefficient of determination (R?) ,
and smallest (p-value).

e It is noted that in case of outliers, Robust Fit is better than Linear Regression Model, because it
has smallest Mean Square Errors (MSE) ) , biggest coefficient of determination (R%) , and
smallest (p-value).

10. Recommendations
In light of the results of the study, it is recommended that:

e In case of data containing outliers, Robust Fit can be used as the most appropriate method of data
analysis for its ability to find out best estimation of values in spite of existence of problem in the
real data.

e When the data are free from outliers, the Linear Regression Model is proved as the better method
for data analysis and the efficiency of this method is proved among others.

11. References

[1] Diggle, P. J. (1988) An approach to the analysis of repeated measures. Biometrics 44, 959-971.

[2] David,M. and Vikki, M. (2008).Modern Robust Statistical Methods "An Easy Way to
Maximize the Accuracy and Power of Your Research™ ,October 2008 ,American Psychologist
591, Vol. 63, No. 7.

[3] Huber P . J., and Ronchetti E . M., (2009). "'Robust Statistic'. WILEY,2" Edithion.

[4] Kapur.J. N., and Saxena.H.C(2009) ""Mathematical Statistics'*, S . CHAND & Company LTD.

[5] Mushfiqur ,M., R. (1995), Robust analysis of two-way models with repeated measures on both
factors ,Test, vol.4, no.1, 39-62.

[6] Maher,K., (2005),0ne-Way Repeated Measures Analysis of Variance, Zayed University Office
of Research SPSS for Windows®Workshop Series .

[7] Miller, J. and Haden?P., Statistical Analysis with The General Linear Model*, Copyright (c )
1988-1990, 1998-2001, 2006. Version: February 16, 2006

[8] Potvin ,C.; lechowicz , M.J. ;Tardif, S. ,(1990), The Statistical Analysis of Ecophysiological
Response Curves Obtained from Experiments Involving Repeated
Measures,Ecology,Vol.71,No.4,1389-1400.

[9] Padmanabhan, A.R., Chinchilli VM., Babu G.J.(1997), Robust analysis of within- unit variances
in repeated measurement experiments, biometrics 35,1520-1526.

[10] Reinsel , G., (1982) , "Multivariate repeated — Measurement Growth Curve Models With
Multivariate random — effect covariance structure ", JASA , 77, 190 — 195.

[11] Rencher,A . C ., (2002) , "Methods of Multivariate Analysis ", second edition ,

[12] Timm,N.H.(2002) , "applied multivariate analysis ", Springer — verlag New York , Inc.

[13] Wilcox , R . R. ; Keselman , H . J. , (2003) , Repeated measures one-way anova based on a
modified one — step M-estimator ,British journal of mathematical and statistical psychology
,vol. 56,No. 10,15-25 .

[14] Wendy L . Martine Z, Angel R. Martine Z,(2008)."Computational Statistics Hand book with
MATLAB". 2nd Edition, computer science and data analysis series, Chapman & Hall /CRC .

za5ad Gilalaal G 3e 5 AplEl) Gl jadall @) sk (s L (2005) . aols Jles e aday (i g sliiac (5 slaall [15]
Cladiall ¢ (27) 22 ¢ (80) Aaall ¢ (81 1) Gy dlsa | (b Jlae (A Baadal ae 43l Al ) alall addl laasy)
.(103-91)

el il paaial) lass) s g cplall Jalas 0 4830l ¢« (2008) ¢ e ¢85 ¢ ) 3 jall e l5 e ¢ 50 [16]
132-113¢ 4dlas¥) 48] jall Al

IS iale Al ¢ dpad) 8L e Lgiuat o5 ) jSall Ll Jidas (35l "¢ (1993)¢ dine zluac Lay [17]

L Aazs dxala ¢ LBy 55 laY)

213


http://www.ncbi.nlm.nih.gov/pubmed/?term=Padmanabhan%20AR%5BAuthor%5D&cauthor=true&cauthor_uid=9453785
http://www.ncbi.nlm.nih.gov/pubmed/?term=Chinchilli%20VM%5BAuthor%5D&cauthor=true&cauthor_uid=9453785
http://www.ncbi.nlm.nih.gov/pubmed/?term=Babu%20GJ%5BAuthor%5D&cauthor=true&cauthor_uid=9453785

Journal of Kerbala University , Vol. 14 No.2 Scientific . 2016

Appendix
Table(1) Data of article ( Body weight of children in Khawla Bint Zwain Health center/Najaf)
Time
Children | Monthl | Month2 | Month3 | Month4
1 4.5 5 7 9.7
2 2.3 3.7 6.2 9.5
3 3 4 7 9
4 4.1 4.5 8 8.8
5 4.6 6.5 8.1 8.5
6 3.5 6.5 9 12
7 4.5 6 8 9.6
8 3.2 4.7 5.8 8
9 4.1 55 5.9 8.8
10 4.1 6.2 7 7.5
11 3.6 5.3 5.5 7
12 5 7 7.7 9
13 5.1 5.4 6 9
14 3 6.2 8.5 9.3
15 4 5.1 6.7 8
16 3.9 6.6 7.5 8.9
17 3.4 5.3 7.7 8.4
18 3 4.1 5.2 7.5
19 3.5 3.9 5 8.5
20 4.3 5.5 6.5 8.5

%L.inear Regression Model for Natural data:

clc

A= xlsread('saja.xlIsx");

Programs written by Matlab software ver 2015 a

weight=A(:,1);time=A(:,2);d=dummyvar(time);
timel=d(:,1);time2=d(:,2);time3=d(:,3);

tb=table(weight,timel,time2,time3,'variableNames' {'weight','timel’,'time2','time3});

Im = fitim(tb,'weight~timel+time2+time3’)
anova_Ilm=anova(lm) %Linear regression model (robust fit):
h=fitIm(tb,' weight~timel+time2+time3','robustOpts’,'on’)

anova_ro=anova(h) % plotResiduals

subplot(1,2,1)

plotResiduals(Im,'probability’)

title('Linear regression model','Fontsize',14)
subplot(1,2,2)

plotResiduals(h,'probability")
title(‘robust fit','Fontsize',14)
%L.inear regression modelfor outliers data:

Clc
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A= xlsread('saja.xlsx");weight=A(:,1);

weight(10)=weight(10)+weight(10)*0.8;weight(20)=weight(20)+weight(20)*0.8;
weight(12)=weight(12)+weight(12)*0.8;weight(33)=weight(33)+weight(33)*0.8;
weight(14)=weight(14)+weight(14)*0.8;weight(55)=weight(55)+weight(55)*0.8;

time=A(:,2); d=dummyvar(time); timel=d(:,1);time2=d(:,2); time3=d(:,3);
tb=table(weight,timel,time2,time3,'variableNames' {'weight','timel’,'time2','time3});
Im = fitIm(tb,'weight~timel+time2+time3’)

anova_lm=anova(lm)

%L.inear regression model (robust fit)for outliers data:

h=fitim(tb, weight~time1l+time2+time3','robustOpts’,'on’)

anova_ro=anova(h);% plotResidualsfor outliers data

subplot(1,2,1); plotResiduals(Im,'probability"); title('Linear regression model’)
subplot(1,2,2); plotResiduals(h,'probability’); title('robust fit')
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