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1.Abstract 
The main objective of the present study is the use of known statistical methods to overcome 

the problems in the data and the comparison between them and also to discover the best method 

and apply it on factual data. This represents the influence of time on children weights, to do that 

the study considered taking four measurements of weights; they are (the weight in the first 

month, the weight in the third month, the weight in sixth month, and the weight in the ninth 

month) from which is one of the governmental health centers in Najaf governorate. The data 

have been analyzed with different methods including the (Classical) method which represents 

(Linear Regression Model) and the (Robust Method). Outliers were added to the factual data 

then analyzed again with the same abovementioned methods. To find out which of the two 

methods is the best, a comparison has been conducted in which different measurements are used, 

and they are: Mean Square Error (MSE), Coefficient of Determination (R
2
), and (P-Value). The 

comparison showed that Linear Regression Model is better that Robust Model in case of factual 

data free of outliers, whereas the Robust Model is found to be better than Linear Regression 

Model in case of factual data with outliers. 
 

  الخلاصة
انٓذف انشئٍغً يٍ ْزِ انذساعح ْٕ اعرخذاو اعانٍة إحصائٍح ذرصف تانحصاَح انرً نٓا انمذسج ػهى ذجأص انًشاكم انرً 

ذظٓش فً انثٍاَاخ يماسَح يغ أعانٍة )طشائك( ذمهٍذٌح ٔيؼشفّ افضم طشٌمّ ذؼطً يمذساخ نٓا يماٌٍظ إحصائٍح جٍذج ، حٍث 

ذطثٍك ْزِ الأعانٍة ػهى تٍاَاخ حمٍمٍح فً انًجال انطثً ْٕٔ ًٌثم دساعح ذأثٍش انٕلد  ػهى أصاٌ الاطفال ٔاػرًذَا ػهى  ذى

اخز استؼّ لٍاعاخ يٍ الأصاٌ ًْٔ )شٓش الأل ،شٓش انثانث ،شٓش انغادط ،شٓش انراعغ( يٍ يشكض صحً خٕنّ تُد صٌٍٔ 

 ُجف.ْٕٔ يٍ انًشاكض انصحٍح انحكٕيٍح  فً ان

ْزِ انثٍاَاخ ْم ذُرًً انى انرٕصٌغ انطثٍؼً ٔيٍ ثى لًُا ترحهٍم انثٍاَاخ تطشائك يخرهفح تًا فً  حٍث ذى فً انثذء أخرثاس

رنك انطشٌمح  انرمهٍذٌح )انكلاعٍكٍح( انرً ذًثم )ًَٕرج  الاَحذاس انخطً ( ٔانطشٌمح انحصٍُح فً حانح انثٍاَاخ خانٍح يٍ يشكهح 

ٕار تإضافح لٍى يرطشفح ػهى انثٍاَاخ انحمٍمٍح ٔانًماسَح تًٍُٓا اي انطشٌمرٍٍ انشٕار ٔيٍ ثى ذحهٍم انثٍاَاخ تٕجٕد يشكهح انش

R( ٔيؼايم انرحذٌذ )MSEافضم يٍ خلال الاػرًاد ػهى ػذِ لٍاعاخ يُٓا  يرٕعظ يشتؼاخ انخطأ )
2

( ٔ )P-value ٔلذ )

ٍح انخانٍح يٍ انمٍى انًرطشفح)انشٕار( ٔجذ اٌ ًَٕرج الاَحذاس انخطً ْٕ افضم يٍ انطشٌمح انحصٍُح فً حانّ انثٍاَاخ انحمٍم

 .ٔنكٍ ذرفٕق انطشٌمح انحصٍُح  ػهى ًَٕرج الاَحذاس انخطً فً حال ٔجٕد يشكهح انشٕار
 

2. Introduction 
        This type of experiment design in medical experiments appears when the measurements of 

response are repeated more than one time, when the patient is given a treatment in a series period of 

time.  

        Also, in agricultural experiments when the re-run of the experiment in the intervals is frequent 

such as fertilizing trees experiments, the self-correlation between errors is found to be stochastic. 

The mathematical model can be written according to the following formula:  
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The Mathematical model can be write according to the following formula: 
 

             
i=1,2,….n             k=1,2, ….p (period time) 
 

  The method of data analysis of these experiments depends on the degree of correlation between 

the random error in the time period (K, K-1).  

      The present study built a mathematical model using Matlab programming language to compare 

between Robust and Classical analysis. 
  

3. Objectives 
The main objective of the research is to conduct an empirical study to test the frequent 

measurement in order to discover the influence of time on children weights. The data have been 

obtained from one of the governmental health centers in Najaf governorate, and it is (Khawla Bint 

Zwain) health center. 
  

4. Review of Lectures 
Standard methods of testing for repeated measures experiments and other mixed linear models 

are based on the likelihood function or least squares methods (Diggle, P. J. (1988). These methods 

are known to be sensitive to model misspecification, and can be adversely affected by the presence 

of outliers. [1] 

Catherine Potvin, Martin J. Lechowicz, and Serge Tardif (1990), Studied The Statistical 

Analysis of Ecophysiological Response Curves Obtained from Experiments Involving Repeated 

Measures. [8] 

Mushfiqur, M. (1995) study a robust analysis of two-way models with repeated measures on 

both factors is developed using a dispersion function. This robust analysis gives users a complete 

inference: Estimation, tests for the general linear hypotheses.[5] 

Padmanabhan, A.R. , Chinchilli, V. M . , Babu, G. J . (1997), Studied robust analysis of within- 

unit variances in repeated measurement experiments. The objective of study is to compare the 

within-unit variances of two or more treatments, products, or techniques. In this situation, a 

repeated measurement design involving a random effects model, with possibly heterogeneous 

variances, is appropriate.[9] 

Wilcox, R. R. and Keselman, H. J., (2003), Studied Repeated measures one-way a nova based 

on a modified one – step M-estimator. [13] 

Maher, K. (2005), study the case of One-Way Repeated Measures Analysis of Variance under 

Robust and non-robust with Spss. [6] 

Modern Robust Statistical Methods "An Easy Way to Maximize the Accuracy and Power of 

Your Research", studied by David, M. and Vikki, M. (2008). [2] 
 

5. The Theoretical Side: 
5.1 Methods of Repeated Measures Analysis              
      There are several methods to analyze the repeated measurements, in this section we present 

some of them and discuss the methods that are appropriate to be used:  

 General Linear Modal  

 Multivariate Analysis 
 

5.1.1 General Linear Model 
This side is  a large and complex set of statistical methods tied together by a unifying 

conceptual framework known as “The General Linear Model” (GLM). This model can be used to 

answer an amazing variety of research questions within an infinite number of different experimental 

designs. Basically, the GLM can be used to test almost any hypothesis about a dependent variable 

(DV) that is measured numerically (e.g., height, income, IQ, age, time needed to run a 100-yard 

http://www.ncbi.nlm.nih.gov/pubmed/?term=Padmanabhan%20AR%5BAuthor%5D&cauthor=true&cauthor_uid=9453785
http://www.ncbi.nlm.nih.gov/pubmed/?term=Chinchilli%20VM%5BAuthor%5D&cauthor=true&cauthor_uid=9453785
http://www.ncbi.nlm.nih.gov/pubmed/?term=Babu%20GJ%5BAuthor%5D&cauthor=true&cauthor_uid=9453785
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dash, grade point average, etc.; but not categorical DVs like eye color, sex, etc.). there are special 

cases of the GLM. So are correlation, regression, and the Analysis of Variance (ANOVA). [7] 

Where it will be the analysis of anova table for mathematical model  
 

                       … (1) 

i=1,2,….n      ,       k=1,2, ….p (period time) 

 

Table (1) Analysis of Variance (ANOVA) 

source Ss df Ms F 

conditions ssconditions (k-1) Msconditions              

        
 

subjects ss subjects (n-1) Ms subjects            

        
 

error ss error (k-1)(n-1) Ms error  

Total ss Total (n-1)  

 

It is important to mention the significance of using (effect code) for dummy variables to 

differentiate between the characteristics of the variable instead of the serial numbers which causes 

that the variable loses a lot of its analytical characteristics and cancels the quantitative importance 

for the categories of the descriptive or qualitative variable. The variable which has (k) characteristic 

has been known by the number of (k-1) dummy variables, so as the matrix be (x' x) with full rank. 

[16] 

The function used in the program gives the following formula:   

d=dummyvar (time); 
 

5.1.2 Multivariate profile analysis   
Profile analysis is an analysis of the profile or a comparison of two or more profiles. Profile 

analysis is often discussed in the context of administering a battery of p psychological or other tests 

.In growth curve analysis, where the variables are measured at time intervals, the responses have a 

natural order. In profile analysis where the variables arise from test scores, there is ordinarily no 

natural order. A distinction is not always made between repeated measures of the same variable 

through time and profile analysis of several different commensurate variables on the same 

individual [11] 

In multivariate linear regression (MR) models, one is not interested in predicting only one 

dependent variable but rather several dependent random variables y1, y2.  . . yp. Two possible 

extensions with regard to the set of independent variables for MR models are (1) the design matrix 

X of independent variables is the same for each dependent variable or (2) each dependent variable is 

related to a different set of independent variables so that p design matrices are permitted. [12] 

General linear model will be as follows :  
 

                                                            Y=X  +                                                  … (2) 

Such that : Yij
'
=[ Yi1 , Yi2 ,…, Yip] ~I N (µi , ) 

i = 1 , 2 , … , I        ,       j=1 ,2 , … , p        (p is period time) 
 

                                                                                                             …  (3) 

 

The null hypothesis is going to be a test equal to the effect of the response to the same group 

of people as the: 
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Using arrays as: 
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As it will become null hypothesis:   
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To test this hypothesis we use the Wilks test that rely on finding all of the total error square 

(E)and the total square hypothesis (H) where: 
 

                                                              ]                               . . .   (4) 
 

                                                               ]                          . . .  (5) 

 

As it would reject the null hypothesis under significantly level ( ) if: 

 

    
   

     
                           [17]                                             . . . (6)          

The multi-variable analysis of variance table is a one-way (MANOVA) as in the following 

table: [10] 
 

Table (2) the multi-variable analysis of variance (MANOVA) 

Source d.f ssp 

Groups I-1 H 

Within error N-I E 

Total N-1 T 
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6. Methods of estimation 

 
 

 

 

 

 

 

 

 

Fig (1) some types of Methods of estimation 
 

6.1 Ordinary Methods [15] 
         The ordinary ways of estimation depend on the assumption that the parameter to be estimated 

is fixed and not variable but it is of unknown value. Estimation such as this, the dependence is only 

on the data of the sample.  

Among these are (OLS and M.L) where the mathematical formula for the two samples by 

comparing between them from proof point of view will be: 
  

              
 

6.2 Robust Methods 
Robust statistics are statistics with good performance for data drawn from a wide range of 

probability distributions, especially for distributions that are not normal. Robust statistical methods 

have been developed for many common problems, such as estimating location, scale and regression 

parameters. One motivation is to produce statistical methods that are not unduly affected by outliers 

Another motivation is to provide methods with good performance when there are small departures 

from parametric distributions. From these estimates (M-estimator, fitlm , robust fit). [3] 
 

7. Comparison between Estimation Methods [3]  
Three measures compared between the classical and robust estimation methods to get the best 

way to estimate which are : 

1. Mean Square Error  (MSE) Which takes the following formula :[4] 

MSE=




n

i

i

n

i YY
1

2

)(
                                                                     . . .  (7) 

            2. P_value           

            3. Relative efficiency (R
2
) Which takes the following formula :[14] 

     TSS=∑                                                                                      . . .   (8) 
                   

      RSS=∑    ̂                                                                                 . . .   (9) 
 

      R
2
 =1 -  

   

   
                                                                                        . . .  (10) 

Methods of estimation 

Robust Methods Ordinary Methods 

OLS 

 

M. L fitlm M-estimator 

 

Robust fit 
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 8. The practical side 
8.1 Goodness fit 

Before starting the statistical analysis of research data, test the hypothesis (Observations belong  

to the Normal distribution) ,which is the most important conditions for the regression which must 

be fulfilled in the data analysis. Where it tested through Easy fit program, which showed results 

shown in the following figures: 
 

 

Fig(2) Output window shows the program easy fit 
 

 

Fig (3) probability Density Function for real data 

 

 

 

 

Probability Density Function

Histogram Normal

x

1211.210.49.68.887.26.45.64.843.22.4

f(
x
)

0.22

0.2

0.18

0.16

0.14

0.12

0.1

0.08

0.06

0.04

0.02

0
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Form above test results became clear to us not reject the hypothesis above in all test measures, 

this means that the data belongs normal distribution with parameters  (µ=6.23 ,  =2.0775), We 

will adopt in this aspect on the analysis of data in the two cases, which is the natural state and the 

status of the presence of outliers 

 

8.2 Natural case: 

1- Linear regression model 
We used the function in Matlab-the-shelf software for regression analysis that are written in 

this format: 

Lm = fitlm (tb,'weight~time1+time2+time3')  
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2- Linear regression model (robust fit): 
We used the function in Matlab-the-shelf software for the analysis of the robust that are written 

in this regression formula: 

h=fitlm(tb,'weight~time1+time2+time3','robustOpts','on') 
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Fig (4) plot Residuals for Natural data 

 

3- Discuss the results : 
In light of the previous review the most important results can be summarized as follows:  

 In case of Linear Regression Model, the Mean Square Errors (MSE) is smaller than in case of 

Robust Fit.  

 In contrast to the previous point, the coefficient of determination (R
2
) is larger in case of Linear 

Regression Model than in case of Robust Fit.  

 It is noted that (p-value) is smaller in case of Linear Regression Model than in case of Robust 

Fit. 

  

8.3 outliers case: 
The detection of outliers has been of concern to statisticians and other scientists for over a 

century. Those seen that are not consistent with the rest of the group data for any variable of 

variables for a particular phenomenon or set of phenomena, may be of a great value, or may be 
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small and located in one of the parties to the total views ranked in ascending or descending, and can 

be defined statistically as she viewing derived from various community for the community in 

question, i.e., that the original community polluted by observations of another community, and 

these are called views persistent, there are several reasons for the emergence of views anomalies 

including measurement errors, recording or sampling errors. 

Where we've added abnormal values on previous statements by the following equation: 
 

Weight(i)= Weight(i)+ Weight(i)*0.8 

Where we have added six of outliers on real data that we used previously in the natural state 

and randomly selected these values also comes: i=10 , 20 , 12 , 33 , 14 , 55   

1- Linear regression model 
We used the function in Matlab-the-shelf software for regression analysis that    are written in 

this format: 

Lm = fitlm (tb,'weight~time1+time2+time3') 
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2- Linear regression model (robust fit): 
We used the function in Matlab-the-shelf software for the analysis of the hippocampus that are 

written in this regression formula: 

h=fitlm(tb,'weight~time1+time2+time3','robustOpts','on) 
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Fig (5) plot Residuals for outliers data 

 

 Note from the above diagram that in the case of a outliers values are more a departure from the 

regression line on the reverse the natural case. 
   

4- Discuss the results : 
In light of previous results, the most important results can be summarized as follows: 

 In case of Robust Fit, the Mean Square Errors (MSE) is smaller than in case of Linear 

Regression Model.  

 In contrast to the previous point, the coefficient of determination (R
2
) is larger in case of Robust 

Fit than in case of Linear Regression Model.   

 It is noted that (p-value) is smaller in case of Robust Fit than in case of Linear Regression 

Model. 



Journal of Kerbala University , Vol. 14 No.2 Scientific . 2016 
 

122 

   

9. Conclusion  
 It is noted that in case of (factual data), the Linear Regression Model is better than Robust Fit 

because it has smallest Mean Square Errors (MSE) , biggest coefficient of determination (R
2
) , 

and smallest (p-value).   

 It is noted that in case of outliers, Robust Fit is better than Linear Regression Model, because it 

has smallest Mean Square Errors (MSE) ) , biggest coefficient of determination (R
2
) , and 

smallest (p-value). 
    

10.  Recommendations  
       In light of the results of the study, it is recommended that: 

 In case of data containing outliers, Robust Fit can be used as the most appropriate method of data 

analysis for its ability to find out best estimation of values in spite of existence of problem in the 

real data.  

 When the data are free from outliers, the Linear Regression Model is proved as the better method 

for data analysis and the efficiency of this method is proved among others.   
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Appendix 
Table(1) Data of  article ( Body weight of children in Khawla Bint Zwain Health center/Najaf) 

 

 

Children 

Time 

Month1 Month2 Month3 Month4 

1 4.5 5 7 9.7 

2 2.3 3.7 6.2 9.5 

3 3 4 7 9 

4 4.1 4.5 8 8.8 

5 4.6 6.5 8.1 8.5 

6 3.5 6.5 9 12 

7 4.5 6 8 9.6 

8 3.2 4.7 5.8 8 

9 4.1 5.5 5.9 8.8 

10 4.1 6.2 7 7.5 

11 3.6 5.3 5.5 7 

12 5 7 7.7 9 

13 5.1 5.4 6 9 

14 3 6.2 8.5 9.3 

15 4 5.1 6.7 8 

16 3.9 6.6 7.5 8.9 

17 3.4 5.3 7.7 8.4 

18 3 4.1 5.2 7.5 

19 3.5 3.9 5 8.5 

20 4.3 5.5 6.5 8.5 

 

Programs written by Matlab software ver 2015 a 

 

%Linear Regression Model for Natural data:  

clc 

A= xlsread('saja.xlsx'); 

weight=A(:,1);time=A(:,2);d=dummyvar(time); 

time1=d(:,1);time2=d(:,2);time3=d(:,3); 

tb=table(weight,time1,time2,time3,'variableNames',{'weight','time1','time2','time3'}); 

lm = fitlm(tb,'weight~time1+time2+time3') 

anova_lm=anova(lm) %Linear regression model (robust fit): 

h=fitlm(tb,'weight~time1+time2+time3','robustOpts','on') 

anova_ro=anova(h) % plotResiduals 

 subplot(1,2,1) 

 plotResiduals(lm,'probability') 

 title('Linear regression model','Fontsize',14) 

 subplot(1,2,2) 

 plotResiduals(h,'probability') 

 title('robust fit','Fontsize',14)  

%Linear regression modelfor outliers data:  

Clc 
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A= xlsread('saja.xlsx');weight=A(:,1); 

weight(10)=weight(10)+weight(10)*0.8;weight(20)=weight(20)+weight(20)*0.8; 

weight(12)=weight(12)+weight(12)*0.8;weight(33)=weight(33)+weight(33)*0.8; 

weight(14)=weight(14)+weight(14)*0.8;weight(55)=weight(55)+weight(55)*0.8; 

time=A(:,2); d=dummyvar(time); time1=d(:,1);time2=d(:,2); time3=d(:,3); 

tb=table(weight,time1,time2,time3,'variableNames',{'weight','time1','time2','time3'}); 

lm = fitlm(tb,'weight~time1+time2+time3') 

anova_lm=anova(lm) 

%Linear regression model (robust fit)for outliers data: 

h=fitlm(tb,'weight~time1+time2+time3','robustOpts','on') 

anova_ro=anova(h);% plotResidualsfor outliers data 

subplot(1,2,1); plotResiduals(lm,'probability'); title('Linear regression model')  

 subplot(1,2,2); plotResiduals(h,'probability'); title('robust fit') 


