(12an) dppaal) dppand) ASLAY) aladlinly Ay ol Cilayi g8l) (lany Gaal
plaa aaldll ae Lua | A

A_adAl

o darad) et il Gany el (les) dasmdl Lpadd) K80 aadty )l G

s e Al lals )l ase Bl A (e Al sl ASAN 4 jlerad o gl (i ja

) ) ALl Colade ) A g e olaiiV) Jlgd ae (e Y aal 1301 dediinedl elaisy)

3 (e tmaaa)oati s e 435Sl aipall adaliall Gy Leaddal | ASWAl ()X ey Jul

A ey Jee V) Cilia (add (e SIS (e dlaise g (s + Ao + msaa)Dilani b S0

Jal &8 cu)all sound forge 5.0 Jisdl) gali yn udi aladinly g a8l (udly g Canial)

Clial gall (udly 4lassa s Clagi gill (udil 4 puall adaliall (10 ddlids de gann o da yital) 4yl
Y087 i st e Uliaa 885 Jrauill aadiiuall zeali jull g 430l

el alail) daa )8 ¢ ildeal) el Lpaal) SN | (5 jieall abalEl | WISH i rANA clalg



Recognize some of Arabic phonemes by using Mamdani

NeuroFuzzy Network
Saba Abdul-Wahed S.
Basrah Univ., Collage Since, Computer Dept.

Abstract

Modified mamdani neurofuzzy network scheme has been proposed and presented in this
paper to recognize some of Arabic phonemes. The number of connecting is reduced to be
equal to the number of member ship function plus one. to training this network ,we used some
of sound segments which contain from two or three phonemes and recorded from more than
one person in different age and both sexes in the same environment by used the same
recorded programming (sound forge 5.0) . The proposed technique has been testing by using
different group from sound segments which recorded in the same environment and recorded
program. The percentage of recognition reaches to 87% to all recorded phonemes

Keywords: Mamdani neurofuzzy, Adaptive back-propagation algorithm, zero crossing,
speech recognizing .

1.Introduction

Speech recognition also known as automatic speech recognition or
computer speech recognition converts spoken words to machine-readable input
for example to key presses, using the binary code for a string of character codes.
The term "voice recognition” is sometimes used to refer to speech recognition
where the recognition system is trained to a particular speaker as is the case for
most desktop recognition software; hence there is an aspect of speaker
recognition, which attempts to identify the person speaking, to better recognize
what is being said. Speech recognition is a broad term which means it can
recognize almost anybody’s speech - such as a call centre system designed to
recognize many voices. Voice recognition is a system trained to a particular
user, where it recognizes their speech based on their unique vocal sound. A
fuzzy neural network or neurofuzzy system is a learning machine that finds the
parameters of a fuzzy system (i.e., fuzzy sets, fuzzy rules) by exploiting
approximation techniques from networks. Both neural networks and fuzzy
systems have some things in common. They can be used for solving a problem
(e.g. pattern recognition, regression or density estimation) if there does not exist
any mathematical model of the given problem[1,2].

The outline of this paper is as follow: the speech recognition will be
discussed in section 2, section 3 will discussed the mamdani neuro fuzzy
structure and the learning algorithm, section 4 will contine the data set used in
training and testing, section 5 will describe the implementation of NF, section 6
will describe the results and section 7 will be the discussion and conclusions.



2. Speech Recognition

The speech signal is a high redundant and non-stationary signal. This
attributes causes the speech signal to be very challenging to work . The speech
recognition systems fall into two categories according to [2,3]:

1. Speaker dependent systems that are used and often trained by one person.

2. Speaker independent systems that can be used by anyone.

In general, speaker recognition can be subdivided into speaker identification
(who is speaking?) and speaker verification (Is the speaker who we think he or
she is?). In addition, speaker identification can be closed-set (The speaker is
always one of a closed set used for training.) or open-set (speakers from outside
the training set may be examined.).

2.1 Recording the Speech Samples

The first step in the research was building a data base of speech samples.
we choice two groups of persons from both sex in different age to implement
this work through recording some of segments sound. Sound Forge 5.0 Recorder
program was used for recording and processing the speech signals, this program
allows us to cancel noise in the signal which may have come from environment
noise or sensitivity of the microphones. After using this computer program, we
obtain a sound signals that is as pure as possible.

2.2 Segmentation Signal

The second step is to identify the precense of a speech signal. This task
is easy if the signal is clear, in this step we assume the signal recorded in best
environment (the percentage of noise from microphone is smaller and no fan
running in the room).

Zero-crossing rate is an important parameter for voiced/unvoiced
classification. It is also often used as a part of the front-end processing in
automatic speech recognition system. The zero crossing count is an indicator of
the frequency at which the energy is concentrated in the signal spectrum. VVoiced
speech is produced because of excitation of vocal tract by the periodic flow of
air at the glottis and usually shows a low zero-crossing count, whereas the
unvoiced speech is produced by the constriction of the vocal tract narrow
enough to cause turbulent airflow which results in noise and shows high zero-
crossing count. In the context of discrete-time signals, a zero crossing is said to
occur if successive samples have different algebraic signs. The rate at which
zero crossings occur is a simple measure of the frequency content of a signal.
Zero-crossing rate is a measure of number of times in a given time



interval/frame that the amplitude of the speech signals passes through a value of
zero[4], as show in Fig 1.

The zero crossing method was used in this research to determine the
begging and the end of each phoneme in each recorded signal speech
through([5]:-

1 .Calculate the number of the change the sign signal from positive to
negative or inverse round the zero axis to each frame(frame containel128
points).

2. Calculate the absolute deferential between each two sequential frames.

3. The maximum from them will be the bester frame to segment the signal.

2.3 Obtaining Signal Speech Samples[2,5,6]

The next important step in the processing of the signal is to obtain a frequency
spectrum of each frame. The purpose of the frequency spectrum is to identify
the formants, which are the peaks in the frequency spectrum.

One method to obtain a frequency spectrum is to apply the Fast Fourier
Transform( FFT) to each frame. The FFT with a million points are common in
many applications. Modern signal and image processing applications would be
impossible without an efficient method for computing the fast Fourier transform
which transform time or space — based data into frequency — based data.

The FFT was used as a features extractor because the frequency magnitude
does contain information about the pitch and the formants. Beside the spectral
magnitude also holds a great deal of other information beside the pitch and the
formants magnitude.

The resulting information can be examined manually to find the best features,
and we can obtained them from the signal by done this steps :-

1. Run the FFT on frame (the frame content 128 point from signal wave)
2. Calculate the increment value in the frequency(Freq.inc) for each samples
using Eq.(2):

Freq.inc = Sampling Freq. / FFT points ......... 1)
3. Calculate the frequency at each point (Freq.p ) according to Eq(2):
Freq.r = Freg.inc* Point.seq  .oeeeeeen 2)

4. Sort descending all the frequencies and its locations in the frame .
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5. Select first three values from freq and its location only and save there in
files .

6. Repate the steps from step 1 to step 5 until reach process to end of file
wave. Appendix(1) show the output result of the above steps.

3. NeuroFuzzy Network

The last step in the speech signal processing is to recognize the recorded
speech signal. Neural network (NN), Fuzzy network(FN), Neuro fuzzy
network(NF), Wavlete, Hidden markove model(HMM) and others methods are
used to recognize these signals .

Neuro fuzzy network (NF) was used in this research to recognize some of
Arabic phonemes signals. The architecture of the NeuroFuzzy (NF) network
based on Mamdani fuzzy inference system consist of five layers; they represent
an input layer, fuzzification layer, rule antecedent layer, rule consequent layer,
and combination and defuzzification layer respectively. Figure (1) shows the
structure of NF network [6-9].

The proposed architecture is based on Mamdani NF which has five layers
and three inputs. The scheme has one output and the number of membership
functions is generated randomly at each run in the range between 7 and 13.

In common Mamdani NF architecture, full connections are used to connect
the neurons of fuzzification layer (membership functions). Thus, the number of
connections is equal to number of membership functions powered to the number
of inputs. i.e. number of connections is 343 when the number of membership
functions is 7 and 2197 when it is 13. As noticed, the number of connections is
huge and that will cause impossible learning in training. A suggested
modification to the NF architecture can alleviate this drawback, where only the
neurons that facing each other were connected and additional one that connects
all the neurons of fuzzification layer together. Thus, due to this only 14
connections as maximum are used. The schematic diagram of the NF
architecture with our suggested modification is shown in Figure (2).

Input  Fuzzification Rule Antecedent  Rule Consequent Defuzzification

I avar I avar 1 Q I aviar I aviar

X1

Xni

Figure(1): Structure of NeuroFuzzy Network.
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Input Fuzzification Rule Antecedent Rule Consequent Defuzzification|
Layer  Layer Layer Layer Layer

Figure(2): Schematic Diagram of the modified NF Architecture

In order to derive a learning algorithm for a NF network with a gradient
descent technique, the inference rule must use differentiable membership
function type, for example in this work the Gaussian membership function will
be used.

The adjusted parameters in the NF network can be divided into two
categories based on if (antecedent) part and then (consequent) part of the fuzzy
rules. For example in the antecedent part, the mean and variance are fine-tuned,
whereas in the consequent part, the adjusted parameters are the consequence
weights.

The gradient descent based on Back-propagation (BP) algorithm is
employed to adjust the parameters in NF network by using training patterns.
Moreover, the algorithm which is used for NF architecture is explained, both
feed forward phase and the backward phase of errors.

% Forward Phase
This phase computes the activation values of all the nodes in the network
from the first to fifth layers.
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Input layer: The nodes in this layer only transmit input values (crisp values)
to the next layer directly without modification. Thus (Eq.(3)),

Net; =X Vi=1.N ... (3
Where, N 1 is a number of neurons in the input layer.

Fuzzification layer: The output function of this node is the degree that the
input belongs to the given membership function. Hence, this layer acts as the
fuzzifier. Each membership function is Gaussian and an input signal activates
only M neighboring membership functions simultaneously. For a Gaussian-
shaped membership function, the activation function for each node is as in

Eq. (4):
( (Net Ceii) )Z/2><aIJ ) Vi=1.N and j=1.M .. (4)

Rule antecedent layer: The implication method is performed by this layer
and applied using the products. Where the output of each node is calculated
by in Eq.(5):

M N

Uy, =111 1 x5 Vi=1.N and j=1.M ... (B

j=1 i=1

Rule consequent layer: The normalization process is applied in this layer by
implementing Eq. (6).

uk:MN \V/kleN (6)

Combination and Defuzzification layer: This layer performs defuzzification
to produce a crisp output value. Among the commonly used defuzzification
strategies, the center of gravity (COG) method yielded the best result. In this
layer, linear output activation function is used Eq.(7)

M™ _
y =D Uk xW, )
k=1



+» Backward Phase

The goal of this phase is to minimize the error which is calculated as in
Eq.(8).

E=05x(y—d) ... (8)
Where, d is the desired output.

The learning algorithm in NF is realized by adjusting connection weights of
the neurons beside the centers and widths of membership functions. Thus, the
adaptation of weights of neurons is calculated using Eq. (9-11).

w"™ =w " +Aw, Vk=1.M" )
Where,
AW, =-nx35," ... (10)
w_OE _OE oy
5 = (y—d)x .. (11)
“ow oy ow Zuk

While, adaptation of centers and widths of membership functions is calculated
by Eq. (12,14, 15) for centers and by Eq. (13, 16,17) for widths.

Gy =Cip +AC,) Vi=L.Nand j=1.M ... (12
And
new old . .
o) =0y tAo;, Vi=l.Nand j=1.M ... (13)
Where,
AC; 3y = =17 & j) L. (14)



(2><(y—d)><(Wk _y)XNuk X(Neti _C(i,j))) - (15)
[O-(Zi'j)xkz—l"u'(J

And
Ad(i) =% 9i) ... (16)

E oy ou_ou _ @x(y—d)x(w —y)xu x(Net, —ci; F) ... (17)

(G(Si,nxzuk]
k=1

S = X X5 XA =

There are several parameters to be adjusted by the gradient descent based
on BP algorithms. These parameters are mean and variance of Gaussian
memberships and the consequence weights. The BP algorithm that its forward
and backward phases illustrated in Section 3 will be used in training the NF
network taking into consideration the following points.

@ Only the facing neurons in the fuzzification layer will be connected together
instead of the full connections. Therefore, the output of the nodes in the rule
consequent layer (3" layer) will be calculated as follows:

The output of the nodes except the last one is computed as in Eq.(18):

N
u, =T e Vj=1.M ... (18)
i=1

Where, N is number of inputs (N = 3) and M is number of membership
functions.

While, the output of the last node will be calculated as in Eq(5). Therefore,
the carrying out of the last two layers of NF network will be achieved by
Eq.(19,20).

U = Vj=1..M +1 ... (19)
.U,
and
y=>u,=<w, ... (20)
=1



@ BP algorithm will be improved by using adaptive learning rate. Therefore, the
parameters are updated under the following conditions which are listed as in Eq.
(21):

if (newerror/old error) > 1.04 then
Newvaluesof parametersarediscarded
Ir =IrxIr _dec

else .. (21)
Update Parameters
if newerror < old error

Ir =IrxIr _inc
®Weights will be updated by using Eq.(9). Where, oE/oy is calculated by
Eq.(22).

S, = -a) .. (22)

@ The adaptation of the other parameters (centers and widths of membership
functions) are affected by the type of connections. The actual effect gets from
the term of centers and widths errors (5 and 7). Thus, centers and widths of
membership functions are adapted as in EQ.(13) & EQq.(12) respectively.
Where, 5° and §° are calculated by Eq.(23) & Eq.(24).

OE &y ou ou

S = A XA XA XA
oy au 8/4 oc
O A S (A Y
Vi=LN and j=1.M
and
. _O0E Oy ou ou
5(i1)

ay 8u 8,u oo

= (2X (y—d)x (w, —y)xu;x(Net —Ca,j))zJ/Gg,j) .. (24)
o 2x(y =)< o )< (et o, F |,

Vi=1l.Nand j=1.M
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The initial values of each of the learning rate (Ir), weights, and widths are
generated randomly in range between 0 and 1; where, the width of each
membership functions of all the inputs are the same while the values of Ir_inc
and Ir_dec were set to 1.3 and 0.1 respectively and the initial values of centers
of membership functions of each input are set by using Eq. (25).

¢ip=(j-1)/(M-1) Vi=LNand j=1.M ... (25)

The training is stopped after 1500 epochs and it is fail if the error is
increased for more than five sequence epochs.

4. Data Sets

In order to implement the mamdani NF network, we choose two groups of
person from both sex in different age through recording some of segments
sound, these segments are recorded in one environment and in same recorded
program (sound forge 5). After segmentation and analysis the signal as in
section(2) we get 30 patterns each pattern has 6 inputs and 3 outputs (the outputs
represent by 0 and 1) and for each phoneme 6 patterns. Table (1) show the
output code to each phonemes which recognized in this work and table (2) show
some of the data which the NF network will training on its.

Table (1): the code of output.

Phoneme | code
o 100
o 010
| 110
B) 001
S 101

Table (2): part of data training.

10508.2 6373.8 7924.2 61 37 46 0 0 1
5684.8 5857.0 6718.4 33 34 39 0 0 1
5857.0 6029.3 6546.1 34 35 38 0 0 1
5857.0 6029.3 6201.6 34 35 36 0 0 1
6201.6 10508.2 8268.8 36 61 48 0 0 1
1033.6 861.3 1205.9 6 5 7 011
1033.6 344.5 861.3 6 2 5 011
1033.6 1205.9 689.1 6 7 4 011
1033.6 861.3 1205.9 6 5 7 011
1205.9 1550.4 1033.6 7 9 6 011
344.5 1378.1 861.3 2 8 5 011
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5. The Implementation of NF

The proposed NF scheme will be trained using the training data set that is
constructed from the recorded segments as explained previously. The training
will be repeated five times and the learning parameters will be kept the same at
each time. For each training run, the performance measure which is represented
by the error (Eq.(8)) will be listed in Table (3) beside the number of membership
function that is generated for each run.

Table (3): Final Performance Measure of the proposed NF scheme.

Training Number o_f
membership Performance
No. .
functions
1 23 0.00998
2 24 0.00998
3 23 0.00999
4 28 0.00997
5 24 0.00999
6 21 0.00999
7 22 0.00999
8 23 0.00998
9 29 0.00998
10 23 0.00998

6. Results

The proposed NF scheme is implemented for recognize above group of
segments sound contain two or three phonemes sorts as constant- vowel or
constant-vowel-constant, each segment recorded three times from more than one
person and from both sexs, and, difficulty known in the possibility of separating
the largest number of Arabic characters for the convergence of the existing
terms of (parts of speech, classified according to the exits, etc ...) this algorithm
was able to recognize the three larger vowels phonemes in addition to some of
constant phonemes. Table(4) show the percentage recognize to the recorded
segment and table(5) show the recognize percentage to the phonemes.

Table(4): the recognize percentage to the some of recorded segments.

Recorded | Recognize
segment | percentage
[ 95%
L 90%
ol 95%
el 85%
U g
u.u.h.u
o

80%
80%
90%
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Table(5): the recognize percentage to some of phonemes.

phoneme | Recognize
percentage

G 95%

o) 90%

aly) 95%

S5l 80%

a 85%

7. Discussion and Conclusions

The main objective of this paper is to recognize some of Arabic phonemes
using one of the most common techniques in the soft computing is the NF
networks that based on Mamdani fuzzy logic system and neural network
algorithms.

A modified Mamdani NF architecture is proposed and presented where
only the neurons that facing each other will be connected and additional one that
connects all the neurons of fuzzification layer together to cover all the
possibilities. This is reduced the number of connections to the number of the
number of membership functions plus one and the time of computation is
reduced.
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