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ABSTRACT 
    Although many of methods have accomplished good success in face recognition 
systems, but most of them are unable to achieve recognition by using single sample per 
person. In this paper, a combination of three techniques represented by local binary 
pattern (LBP), principal component analysis (PCA) and support vector machine (SVM) is 
used to present face recognition system has the ability to recognize face depending on 
Single Sample per Person only. The LBP and PCA are applied to extract the important 
features as well as reduce the dimension of the image face while the SVM is applied to 
classify these features according to the classes that belong to its.  The proposed approach 
was evaluated on Yale database and the experimental results showed distinct 
improvement of the proposed method compared with traditional PCA based SVM 
classifier. 
Keywords: Face recognition, Local binary pattern; Principal component analysis; 
Support vector machine. 
 

تحلیل المكون الرئسي و النمط الثنائي المحلي یاتتقننظام تمیز الوجھ بالأعتماد على   
وألة المتجھ الداعم    

 الخلاصة
على الرغم من تحقیق العدید من الأسالیب نجاحا جیدا في أنظمة التعرف على الوجھ، ولكن مازال معظمھا غیر     

یتم استخدام مزیج من ثلاث قادره على تحقیق نسب تمیز جیدة باستخدام عینة واحدة للشخص الواحد. في ھذه البحث، 
لتقدیم نظام  (SVM)وآلة المتجھ الداعم  (PCA) ، وتحلیل المكون الرئیسي(LBP)تقنیات ھي نمط الثنائي المحلي 

  PCAو LBPتمیز للوجھ قادر على التعرف على وجھ اعتمادا على عینة واحدة للشخص. حیث استخدمت تقنیة  
لتصنیف ھذه  SVM تقنیة في حین تم تطبیق بالاضافة الى تقلیل الابعاد  ص الممیزات الھامة لصورة الوجھلاستخلا

وأظھرت النتائج التجریبیة  Yaleالمیزات وفقا للفئات التي تنتمي لھا. تم تقییم النھج المقترح باستخدام قاعدة بیانات 
 .التقلیدیة  تحسنا واضحا في نتائج الطریقة المقترحة مقارنة مع الطریقة

 الة المتجھ الداعم. ،تحلیل المكون الرئسي ،النمط الثنائي المحلي ،تمیز الوجھ الة:الكلمات الد
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ace recognition has attracted tremendous attention over the past few decades. 
Many well-known face recognition techniques have been developed over the last 
few decades [1]. The face is the primary focus of attention in the society, playing a 

major role in conveying identity and emotion [2]. These methods can be divided in three 
main methods of face recognition: structural matching method based on the 
characteristics, whole matching method and combination method. 
    Geometric characteristics of the face, such as the location ,size, relations of eyes, nose, 
chin and so on, are used to represent the face in structural matching method; in whole 
matching method, the gray image of whole face acts as input to train and test the 
classifier, such as the wavelet-based Elastic Matching, the principal component analysis 
and so on; combination method is a combination of the two former methods, usually the 
overall characteristics is used for a preliminary identification, and then local features for 
further identification [3]. 
    As a great challenge, the single sample per person problem has become a big obstacle 
to many real-world applications, such as e-passport, watch list screening, since, in these 
scenarios, it is generally impossible to collect more than one sample per person. To solve 
Single Sample per Person problem, many methods have been developed recently [4]. 
The most representative recognition techniques frequently used in conjunction with face 
recognition are PCA, Independent Component Analysis (ICA), and Fisher's Linear 
Discriminant Analysis (LDA) [5]. In all kinds of the techniques of face recognition, PCA 
is effective feature extraction method based on face as a global feature. It reduces the 
dimension of image effectively and holds the primary information at the same time [6]. 
However, the PCA is not ideal for classification purposes mainly because of the fact it 
retains unwanted variations occurring due to lighting and facial expression. 
    LBP-based facial image analysis has been one of the most popular and successful 
applications in recent years [7]. The Local Binary Pattern is originally proposed by Ojala 
for the aim of texture classification, and then extended for various fields, including face 
recognition, face detection, facial expression recognition. The LBP method is 
computationally simple and rotation invariant method for face recognition. Adaptive 
smoothing for face image normalization under variation of illumination is presented. The 
illumination is estimated by iteratively convolving the input image with a 3- by-3 
averaging kernel weighted by a simple measure of the illumination discontinuity at each 
pixel [8]. 
   SVMs provide efficient and powerful classification algorithms that are capable of 
dealing with high-dimensional input features and with theoretical bounds on the 
generalization error and sparseness of the solution provided by statistical learning theory 
[9]. The SVM method is based on the principal of maximal margin bound. Intuitively, 
given any two classes of vectors, the aim of SVMs is to find one hyper-plane to separate 
the two classes of vectors so that the distance from the hyper-plane to the closest vectors 
of both classes is maximized. The hyper-plane is known as the optimal separating hyper-
plane. SVMs excel at two-class recognition problems and outperform many other linear 
and nonlinear classifiers [10]. This paper is organized as follows. Section II describes the 
structure of the face recognition system and its parts. The experiments result and analysis 
cover in Section III. Finally, concluding comments are presented in Section IV. 

F 
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Structure of The Face Recognition System: 
    In order to clarify the scheme of how to employ Local feature extraction method as 
LBP and dimensionality reduction techniques like PCA on facial expression recognition 
tasks, Fig.1 shows the basic system structure of a propose facial expression recognition 
system based on  local feature  extraction and dimensionality reduction techniques. As 
shown in Fig.1, the proposed  system consists of four main components:  Image 
preprocessing , feature extraction, and dimensionality reduction and facial expression 
recognition. In the feature extraction stage, the original facial images from the Yale facial 
expression database are divided into two parts: training data and testing data.  
    The corresponding LBP features for training data and testing data are extracted. The 
result of this stage is the extracted facial feature data represented by a set of high 
dimensional LBP features. The second stage aims at reducing the size of LBP features 
and generating the new low dimensional embedded features with dimensionality 
reduction techniques using PCA. It is noted that for the mapping of testing data, the low 
dimensional embedded mapping of training data is needed to be learnt. This is realized by 
using the out-of-sample extensions of dimensionality reduction methods. Due to the 
linearity, the out-of-sample extensions of all used linear dimensionality reduction 
methods, such as PCA, are performed by multiplying testing data with the linear mapping 
matrix with a straightforward method. The last stage in this system is in the low 
dimensional embedded feature space the trained SVM classifier are used to predict the 
accurate facial expression categories on testing data and the recognition results are given. 
The stages of the system are elaborated as follow: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Dimensionality Reduction 
using PCA 

Face Recognition Database 

Testing Data Set Training Data Set 

Features Extraction using LBP 
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Figure(1): shows the basic system structure of a propose system 
Image Preprocessing : 
   The basic goal of image preprocessing is to process the input image, view and assess 
the visual information with greater clarity through removal of noise, the sharpening of 
image edges and...etc. In this stage contrast stretching and median filtering are used to 
implement this goal. 
• Contrast stretching: It is also known as normalization. It operates by stretching the 
range of pixel intensities of the input image by determine the maximum and minimum 
pixel values to occupy a larger dynamic range in the output image [11]. 
• Median filtering: One of the main uses of filtering in image preprocessing is for noise 
removal. Median filters is used at eliminating noise, especially isolated noise spikes (such 
as ‘salt and pepper’ noise) whilst preserving sharp high-frequency detail [11]. 
 
Features Extraction: 
    A combination of LBP and PCA are used to extract distinct information from a face 
image and reduce the dimension of the face image. LBP is one of the most popular and 
successful applications. The most important properties of LBP are their tolerance against 
monotonic illumination changes and their computational simplicity. PCA is a classical 
method and widely used in the area of face recognition to extract features and reduce the 
dimensionality. However, PCA seeks to find most features in the face image; but this 
method has sensitive to changes in illumination and also their features may not include 
the effective information for classification, therefore combination PCA with LBP method 
is implementing to avoid this problem. 
 
• Local Binary Pattern: 
 The local binary pattern operator is aimed to compare each pixel position with its 
eight surroundings pixels to generate a set of binary code. Then, the operator encodes the 
neighbor to a binary code “1” if it is greater or equal than the center pixel value otherwise 
encodes it to “0”. A binary number for each pixel is calculated by concatenating all 
binary values in a clockwise direction and then the corresponding decimal value of the 
generated binary number is used for labeling the given pixel. To understand the LBP let 
consider that, a given pixel position is (xc,yc) .The decimal value of the resulting LBP 
code can be stated as shown in equation (1): 
 

 
Where 
 ic is the gray-level values of the central pixel (xc ; yc) and iP is the grey values of the 
surrounding pixels in the circle neighborhood. Now, the function s(x) can be defined as 
the following: 
 

…(1) 
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    Finally, the uniform patterns concept is used to reduce the possible bins number. 
According to this concept, the LBP pattern is called uniform if the binary pattern consists 
of at most two bitwise transitions from “0” to “1” or vice versa[12]. 
• Principle Component Analysis: 
 Let the face image I(x,y) which represented as a two-dimensional NxN array of 
intensity values converts  to a vector of length N². After that the training set of PCA 
algorithm can be created. Now, there are M numbers of face images, and for each image, 
there are N pixels and each image is considered as a vector. The mean of face images is 
calculated according to Equation (3): 
 

 
 
Γi is the face image in the training set. The normalized is performed in training set to 
obtain the zero mean that show degree of different between the mean face image and the 
original face image by equation: 
 

 
 
 
The covariance matrix C of the training set is calculated by equation (5): 
 

 
 
The eigenvector of the covariance matrix C is a non-zero vector u, if it satisfies the 
condition: 

 
Where 
 Vk are the corresponding eigenvalues. The matrix C with the dimension of NXN is a 
very large size and more computational time and memory is needed, therefore a 
computationally smaller covariance matrix L rather than the original covariance matrix C 
is calculated. The matrix C can be decomposed   According to Equation below: 
 

 
Where  
A is matrix of zero mean [ϕ1, ϕ2…,ϕi] and at the same way the eigenvectors vi can be 
consideration as the following: 
 

…(2) 

..(3) 

…(4) 

…(5) 

…(6) 

…(7) 
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Now, multiplying both sides of equation (8) by A and then obtains 
 

 
 
From equation above the Avi the eigenvectors of the covariance matrix C and the matrix 
L with MXM dimension can be constructed as: 
 

 
 
Then the M eigenvectors vi of smaller covariance matrix L are found and thus the linear 
combinations of the M training set face images to form eigenfaces ui from the alternative 
covariance matrix can be determined as the following: 
 

 
 
    These eigenvector ui is also known as eigenfaces because when convert these 
eigenvectors for N length vector to NxN two dimensional array and display. The display 
image is appearing like a face [13]. 
 
Classification  
     Classification is one of most important stage of any recognition system. It is applied to 
recognize between samples according to its class. SVM is one of classification methods 
that proved its robust in many of application. It is aimed to find the best separating hyper-
plane between features that belong to different classes. 
 
• Support Vector Machine: 
To understanding SVM, the basic idea of SVM is introduced in this section. Thus, let 
consider N are the points that belong to the two different classes as explain in equation 
(12): 

 
Where  
   yi is the corresponding class labels that vector belongs to and xi is the n-dimension 
vector. SVM can be separated the two points that corresponding to different class label by 
using a hyper-plane. The linear discriminate function f(x) is defined as the follows: 
 
F(x) = w T. x + b 
Where   
(wT. x) is the inner product of input vector x and the adaptive weight vector w while b is 
the bias. The SVM aimed to find the maximize margins to obtained the optimal separated 

…(8) 

 

…(9) 

…(10) 

..(11) 

…(12) 
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hyper-plane between two classes. The decision classification function of optimal separated 
hyper-plane according to Lagrangian formulation is given by the equation (14): 
 

 
Where  
xsi is support vectors, m is the number of support vectors and άi is the corresponding 
Lagrange multiplier. Now, any vector can be classified by using the sign function of f(x). 
The sign of f(x) can be used for linear classification. To modify this function to solution 
the nonlinear problem a mapping of the input space into a high dimensional space   x 
→Φ(x) and this is done by rewrite the dot product of the two functions as a kernel 
function. Now, the decision function of nonlinear classification is written as the follows: 
 

 
 
Many types of kernel functions can be used to give good separated solutions, such as 
(linear, polynomials, MultiLayer Perception and Radial Basis Function) which some of 
them define as following [14]: 
 
Linear kernel function: 
K(x,xj) = (x • xj)   
 
Polynomial kernel function: 
K(x,xj) = [(x • xj)+1]q 

 
Radial Base Kernel function: 

 
 
Experimnets Result and Analysis: 
In this section, the performance of the proposed method is evaluated using two 
experiments on Yale database as well as the result is then compared with LDA based 
linear ANN classifier to see the ability of the method to solve the sample per person 
problem. Yale database [15] is used, which is freely distributed on the Internet. The Yale 
database contains 15 distinct subjects with 11 different images for each subject. For some 
subjects, the images were captured at various times, under different lighting conditions, 
facial details and facial expressions. All the images were taken with a white homogeneous 
background. The resolution of each image in the database is (243 x 320) pixels with 265 
gray levels per pixel. Eleven sample images of one person from the Yale database are 
shown in Fig. 2. In this work, one sample of each subject in database is used as test sample 
while the others are constructed the training set. 
 

…(14) 

…(15) 

…(16) 

…(17) 

…(18) 
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• Experiment one: 
This experiment is to evaluate the SVMs based classifier. The SVMs that have  

 
Figure (2): Some samples chosen from the datasets 

 
been used included the Linear, Polynomial, and Radial Basis (RBF) and Multi- Layer 
Perception (MLP) SVMs. Table I shows the recognition accuracy among Linear, 
Polynomial, Radial Basis and Multi- Layer Perception (MLP)   Function (RBF) SVMs. 
The degree d =3 in the case of the polynomial and the γ = 1 value in the case of the RBF 
kernel has been used in the Experiment. the results of  experimental  show that  linear 
kernel function performs better than Multilayer Perceptron, Quadratic, Polynomial and 
Gaussian Radial Basis Function (RBF) SVMs on the Yale Face dataset when it  is used 
against all classification.  
 

Table (1): Accuracy Rate of Different    Kernel 

 
• Experiment two:  
This test is to calculate the LBP-PCA based linear SVM classifier against LDA  based 
artificial neural network (ANN) classifier. The experimental provide that proposed method 
give result better than traditional PCA. Finally, Table II gives the result of the 
classification rate corresponding to LBP-PCA based linear SVM classifier and PCA based 
linear SVM classifier. 
 

Method Number of 
training samples 

Number of 
testing samples 

Recognition 
times in second 

Accuracy 
Rate (%) 

Linear 150 15 14.266 98 
Quadratic 150 15 15.606 84.6667 
Polynomial 150 15 16.152 76 
Gaussian Radial 
Basis Function 150 15 14.354 75 

Multilayer Perceptron 150 15 16.446 95.333 

Method Number of 
training sample 

Number of testing 
sample 

Recognition 
times in second 

Accuracy 
Rate (%) 

LDA+ANN 150 15 17.521 90.4762 
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Table (2):Accuracy Rate of Traditional Pca And Proposed Method 
 
CONCLSION 
    To overcome the inability of traditional PCA to deal with the single sample per person 
problem and monotonic illumination changes. New method is proposed to solve this 
problem. In the proposed method, the LBP and PCA is presented as features extraction as 
well as dimensionality reduction and supported with SVM classifier to overcome these 
problems. Two experiments on Yale face database is used to choose the kernel function 
of SVM classifier as well as to validate the proposed method. The experiment results 
provide the ability of the proposed method to overcome to this problem where the 
accuracy rate reaches 98% compare to the traditional PCA. 
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